CHAPTER 3

Probability The Basis of Statistical Inference




al Definitions and Concepts:

* Probability is a measure (or number) used to
measure the chance of the occurrence of
some event. This number is between 0 and 1.

 An experiment is some procedure (or
process) that we do.

* The sample space of an experiment is the set
of all possible outcomes of an experiment.
Also, it is called the universal set, and is

denoted by Q.
- 55STAT- Biostatistics— Dr. Mansour Shrahili



* Any subset of the $z mple space Q is called an event.

o 4cQ 1sanevent (impossible event)
e Oc( 1sanevent (sure event)

Example:

Selecting a ball from a box containing 6 balls
numbered from 1 to 6 and observing the
number on the selected ball. This experiment
has 6 possible outcomes.

Solution:

The sample space Q={1,2,3,4,5,6}.



\. Consider the foll wing events: _1

E, = getting a number less than4 ={1,2,3 }cQ
E, = getting 1 or3 ={1,3}cQ
E, = getting an odd number={1,3,5}c O

E, = getting a negative number=1{ } = gc Q)
E, = getting a number less than 10={1,2,3,4,5,6}=Qc O

Notation:

n(Q)=no. of outcomes (elements) in )

n(E)=no. of outcomes (elements) in the event E
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e The outcomes™e an experiment are equally
likely if the outcomes have the same chance of
occurrence.

e If the experiment has n(Q) equally likely
outcomes, then the probability of the event E is
denoted by P(E) and is defined by:

n(E) no. of outcomes in E

n(Q)_ no. of outcomes in ()

PE)=




In the ball experimentin the previous example,

suppose the ball is selected at random. Determine the
probabilities of the following events:

E1 = getting an even number.

E> = getting a number less than 4.

Es = getting 1 or 3.

Solution: 165 3,4:5.6) ; nQ)=6

E, =1{2,4,6| . n(E,)=3
E =123 . n(E,)=3
E, :{19 3} ; ”(E3):2

The outcomes are equally likely.




ns on Events:

Let A and B be two events defined on the sample
space Q).

e Union of Two events: (AUB) or (A+B)
The event A U B consists of all outcomes in A orin

B orin both A and B.

AUB

A
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The event AN B ists of all outcomes in both
A and B.

e Complement of an Event: A or A€ or A
The even A consists of all outcomes of QQ but

are notin A. 3




Experiment: Selecting a ball from a box containing 6
balls numbered 1, 2, 3, 4, 5, and 6 randomly.

Define the following events:

E1=1{2,4,6} = getting an even number.

E> ={1,2,3} = getting a number less than 4.
E4={1,3,5} = getting an odd number.




{1,2,3,4,6 | I

(1) EuUE,-
= getting an even number or a number less than 4.

P(E, UE,)- "(E’;(;)Ez) :%




o (2) E1UE4:{132333435:6}:Q h
= getting an even number or an odd number.
n(E, UE,) 6
P(E,UE,)= =—=1
Q) 6
4 E,
2 6
1 3 5
E,

Note:
E1 and Es are exhaustive events. The union of these
events gives the whole sample space.



—

less than 4.
P(E,NE,)=

= getting an even number

n(E,NE,)

n(Q)

!
6

and a number .




e EnE, = ¢\ = getting an even number and an odd number. !

P(El mE4): n(El mE4): n(¢):9:0

n(Q) 6 6

Note:
E1 and E4 are called disjoint (or mutually exclusive)
events.



(5) The complement of £,

E, = not getting an even number = {2,4,6} = {1, 3,5}

= getting an odd number.
= E4




e clusive (disjoint) Events: ﬁ

The eve-nts A an disjoint (or mutually exclUsive) if:
ANB=¢

In this case:
(1) P(AnB)=0
(i) P(4UB)=P(4)+P(B)
| | . @
ANB# 0 AnB=9¢
A and B are not A and B are mutually
mutually exclusive exclusive (disjoint)




The events Az, A, ..., An are exhaustive events
if:

A1 UAz2U.. UAr =

For this case P(A: UAz U ... U An) = P(QQ) =1.




Notes.

. Au4d=0Q (Aand 4 are exhaustive events)
2. An4d=¢ (4and 4 are mutually exclusive (disjoint) events)

3. n(ﬁ ) =n(Q)-n(4)
4. P(4)=1-P(4)




bility Rules:

. 0<P4)<l

2. PQ)=1

3. P§)=0

4. Pl4)=1-P(4)

6. The addition rule:
* For any two events A and B:
P(A U B) =P(A) + P(B)— P(A N B)
* For mutually exclusive (disjoint) events A and B
P(A U B) =P(A) + P(B)




 |fthe events A1, A2, ..., An are exhaustive
and mutually exclusive events, then:

PA: UAz U ... U An)
= P(A1) + P(Az) + ... + P(An)
= P() =1




That is,

Example:

Table of number of elements in each event

The marginal—proba i

of A;, P(4;), is equal to the
sum of the joint probabilities A; with all categories of B.

P(4)= P(4 AB)+P(4 AB,)+..+ P(4 NB,)

n

=Y P(4,nB))

J=l

B, | B, | B, |Total
A 1503070 | 150
A, 1207010 | 100
4; | 30 1100|120 250
Total | 100 | 200 | 200 | 500




of each event:

7\“ -

B,

B,

B,

Marginal
Probability

0.1

0.06

0.14

0.3

0.04

0.14

0.02

0.2

0.06

0.2

0.24

0.5

Marginal
Probability

0.2

0.4

0.4

|

For example,

=0.2

P(4,) = P(4, nB)+P(4, nB,)+ P(4,"B,)
= 0,04 +0.14+ 0,02




Smoking Habit
Daily | Occasionally | Not at all
(Bl ) (B,) (Ba ) Total
20-29 (4, 31 9 7 47
o 130-39 (4,) | 110 30 49 189
< 40-49 (4) | 29 21 29 79
50+ (4,) 6 0 18 24
Total 176 60 103 339

A3 =the selected physician is aged 40 — 49.

B, =the selected physician smokes occasionally.

A3z N B, =the selected physician is aged 40-49 and smokes occasionally.
A3 U B, =the selected physician is aged 40-49 or smokes occasionally
(or both).

A, = the selected physician is not 50 years or older.

A, U A5 =the selected physician is aged 30-39 or is aged 40-49.



The conditional probability of the event A when
we know that the event B has already occurred
is defined by:

P4~ B)
P(B)

P(4|B)= . P(B)#0

2. Multiplication Rules of Probability:

P(4nB)= P(B)P(4|B)
P(4nB)= P(4)P(B| 4)
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Example:™
Smoking Habit

Daily | Occasionally | Not at all
(Bl ) (B, ) (B, ) Total
20-29 (4, 31 9 7 47
, 30-39 (4,) 110 30 49 189
%‘3 40-49 (4,) 29 21 29 79
50+ (4,) 6 0 18 24
Total 176 60 103 339

(B{|A,) = the selected physician smokes daily
given that his age is between 30 and 39



0.324484

=0.5820

©0.557522
O p(B, ) ="E0A) S0
nQ) 339

p(g) =" 1 6709
N Q) 339

another solution:

nlB, N A 110
P(B,| 4,)= ( 1(,4 )2) T - 0.5820
m4,




A trammg health program consists of two
consecutive parts. To pass this program, the trainee
must pass both parts of the program. From the past
experience, it is known that 90% of the trainees
pass the first part, and 80% of those who pass the
first part pass the second part. If you are admitted
to this program, what is the probability that you will
pass the program? What is the percentage of
trainees who pass the program?




‘Solution:

.

A = the event of passing the first part

B = the event of passing the second part

ANB = the event of passing the first part and the
second Part = the event of passing both parts = the
event of passing the program

Then, the probability of passing the program is P(ANB).
P(AnB)=P(A) P(B|A) = (0.9)(0.8) = 0.72




o P(4|B)>P(4)

(knowing B increases the probability of occurrence of 4)
o P(4|B)<P(4)

(knowing B decreases the probability of occurrence of 4)
o P(4|B)=P(4)

(knowing B has no effect on the probability of occurrence

of A). In this case A 1s independent of 5.




Definition:
Two events A and B are independent if one of
the following conditions is satisfied:

(iii) P(Bn4

e ——

= P(4)P(B)




Suppose that A and B are two events such that:
P(A)=0.5, P(B)=0.6, P(AnB)=0.2.
Theses two events are not independent (they are dependent)
because:

P(A) P(B) =0.5x0.6 = 0.3
P(ANB)=0.2.
P(ANB) #P(A) P(B)

Also, P(A)=0.5 # P(AB) = 240D 02 _ 5335,
P(B) 0.6

Also, P(B) = 0.6 # P(B|A) = U408 02 o,
P(4) 0.5




Solution:

o two-way table:

B E Total
A 0.2 ? 0.5
4 ? ? ?
Total | 0.6 ? 1.00
B B Total
A 0.2 0.3 0.5
A 0.4 0.1 0.5
Total | 0.6 0.4 1.00




~ Given the previo
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=03
=04
0.1
P(4)+ P(B)-P(A4nB)=0.540.6-02=09
P(A)+P(B)-P(AnB)=0.5+04-0.3=0.6

exercise

exercise




Sensitivity, Specificity, and
Bayes' Theorem.




Introd
Consider the following definitions:

D : the individual has the disease (presence of the disease)

D : the individual does not have the disease (absence of
The disease)
T : the individual has a positive screening test result

1" : the individual has a negative screening test result

We will have 4 possible situations:

True status of the disease
tve (D:Present) -ve (D :Absent)
Result of | +ve (T) | Correct diagnosing | false positive result

the test | _ye (7') |false negative result | Correct diagnosing




1. Sensitivity
The sensitivity of a test is the probability of a positive
test result given the presence of the disease.

P(T|D) = P(positive result of the test | presence of the
disease)

2. Specificity
The specificity of a test is the probability of a negative
test result given the absence of the disease.

P(T|D) = P(negative result of the test | absence of the
disease )



Example: -
Suppose we have a sarﬁple of (n) subjects who are
cross-classified to Disease Status and Screening Test
Result as follows:

Disease
Test Result Present (D) Absent (D) Total
Positive (T) a b atb=n(T)
Negative (7) c d ctd=n(T)
Total atc=nD) b+d=n(D) n




- We can éo?n}outeé olle

L. The probability of false positive result:
p(r|D)y-"40D)_ b

nD) b+d
2. The probability of false negative result:

2TID _n(TﬁD)_ c
(T1D)= D) a+te

3. The sensitivity of the screening test:

nl'nD) 4
P(T|D) = =
(I'| D) (D) aie
4. The specificity of the screening test:

pT|D) -"T0D) <

n(D) b+d

ing conditional probabilities:




A medical research. team wished to evaluate a
proposed screening test for Alzheimer’s disease. The
test was given to a random sample of 450 patients with
Alzheimer’s disease and an independent random
sample of 500 patients without symptoms of the
disease. The two samples were drawn from
populations of subjects who were 65 years of age or
older. The results are as follows:

Alzheimer Disease
Test Result  Present (D) Absent (D) Total
Positive (1) 436 ) 441
Negative (T) 14 495 509
Total 450 500 950




we estimate the following quantliles.

L

. The sensitivity of the test:

p(r|p)=20D) -6 e
aD) 450

2. The specificity of the test:

p(T (D)=LD) 4 9
(D) 500




