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1.1) Probability Density Function

Definition

The function f (x) is a probability density function (pdf) for the
continuous random variable X , defined over the set of real
numbers, if

1 f (x) ≥ 0, for all x ∈ R.

2
∫∞
−∞ f (x)dx = 1.

3 P(a ≤ X ≤ b) =
∫ b
a f (x)dx .

Example 1 Suppose that the error in the reaction temperature, in
C ◦, for a controlled laboratory experiment is a continuous random
variable X having the probability density function

f (x) =

{
x2

3 , − 1 < x < 2
0, elsewhere

(a) Verify that f (x) is a density function.
(b) Find P(0 ≤ X ≤ 1).
(c) Find P(0 < X < 1).



Solution

Let X = the error in the reaction temperature, in C ◦.

f (x) =

{
x2

3 , −1 < x < 2
0, elsewhere.

(a) f (x) > 0 because f (x) is quadratic function.∫ +∞

−∞
f (x)dx =

∫ 2

−1
f (x)dx

=

∫ 2

−1

x2

3
dx

=
1

3
× 1

3

[
x3
]2
−1 = 1



(b)

P(0 ≤ X ≤ 1) =

∫ 1

0
f (x)dx

=

∫ 1

0

x2

3
dx

=
1

3
× 1

3

[
x3
]1
0

=
1

9

(c) By the same way, we have

P(0 < X < 1) =
1

9



1.2) Cumulative Distribution Function

Definition

The cumulative distribution function F (x) of a continuous random
variable X with density function f (x) is

F (x) = P(X ≤ x) =

∫ x

−∞
f (t)dt, for −∞ < x <∞.

Example 2

For the density function of Example 1, find F (x), and use it to
evaluate P(0 < X ≤ 1).



Solution

By definition, we have

F (x) = P(X ≤ x) =

∫ x

−∞
f (t)dt

=

∫ x

−1

t2

3
dt =

1

3

∫ x

−1
t2dt

=
1

9
t3 |x−1=

1

9
x3 +

1

9

Therefore,

P(0 < X ≤ 1) = P(X ≤ 1)− P(X < 0)

= F (1)− F (0)

=
1

9



1.3) Mean of the Random Variable

Definition

Let X be a random variable with probability distribution f (x). The
mean, or expected value, of X is

µ = E (X ) =

∫ +∞

−∞
xf (x)dx

Example 3

For the density function of Example 1, find E (X ).

Solution

E (X ) =

∫ +∞

−∞
xf (x)dx =

∫ 2

−1
xf (x)dx =

∫ 2

−1
x
x2

3
dx

=
1

3

∫ 2

−1
x3dx =

1

12
(16− 1) =

15

12



Theorem

Let X be a random variable with probability distribution f (x).
The expected value of the random variable g(X ) is

µg(X ) = E [g(X )] =

∫ +∞

−∞
g(x)f (x)dx

Example 4

For the density function of Example 1, Find the expected value of
the random variable g(X ) where g(X ) = 2X + 1.

Solution

E [g(X )] =

∫ +∞

−∞
g(x)f (x)dx = E [g(X )] =

∫ 2

−1
(2x + 1)

x2

3
dx

=
21

6



1.4) Variance of Random Variable

Theorem

Let X be a random variable with probability distribution f (x) and
mean µ. The variance of X is

σ2 = E [(X − µ)2] =

∫ ∞
−∞

(x − µ)2f (x)

Theorem

Let X a random variable. The variance of a random variable X is

σ2 = E (X 2)− E (X )2.



Theorems

Let X a random variable. If a and b are constants, then

E (aX + b) = aE (X ) + b.

Var(aX + b) = a2Var(X ).

Theorem

The expected value of the sum or difference of two or more
functions of a random variable X is the sum or difference of the
expected values of the functions. That is,

E [g(X )± h(X )] = E [g(X )]± E [h(X )].

Example 5

Find the expected value of the random variable g(X ) where
g(X ) = 2X + 1 by the previous properties of the mean theorems
and compare your result with the solution in Example 4. (H.W)
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Continuous Uniform Distribution

Definition

The density function of the continuous uniform random variable X
on the interval [a, b], and denoted by U(a, b), is

f (x) =

{
1

b−a , a ≤ x ≤ b

0, otherwise.

Definition

The cumulative distribution function (CDF) of U(a, b) is:

F (x) =


0, x < a
x−a
b−a , a ≤ x ≤ b

1, x > b.



Theorem

The mean and variance of the uniform distribution U(a, b) are

µ = E (X ) =
a + b

2
and σ2 =

(b − a)2

12



Example

A delivery company divides their packages into weight classes.
Suppose packages in the 10 to 20 pound class are uniformly
distributed, meaning that all weights within that class are equally
likely to occur. If we are interested in studying packages within
weights of 10 to 20 pound class,

1 Write the pdf of the random variable represents the weight of
package 10 to 20 class.

2 Find the probability that the package weights are between 12
and 16.5 pounds

3 Find the probability that a package weights is at most 15 pounds

4 Find the probability that a package weights is at least 18 pounds

5 Find the probability that a package weights is exactly 17 pounds

6 Find the expected value and the variance

7 Derive the cumulative distribution function CDF of X



Solution

1. Let X represents the weight of package 10 to 20 class. Then the
pdf is given by

f (x) =

{
1
10 , 10 ≤ x ≤ 20
0, elsewhere.

2. P(12 < X < 16.5) =
∫ 16.5
12

1
10dt = t

10 |
16.5
12 = 1

10(16.5− 12) =
0.45.

3. P(X ≤ 15) =
∫ 15
10

1
10dt = t

10 |
15
10 = 1

10(15− 10) = 0.5.

4. P(X ≥ 18) = 1− P(X < 18) = 1− [
∫ 18
10

1
10dt] =

1− [ 1
10(18− 10)] = 0.2.

Or: P(X ≥ 18) = [
∫ 20
18

1
10dt] = 1

10(20− 18) = 0.2.



Solution

5. P(X = 17) = 0.

6. E (X ) = 10+20
2 = 15 and σ2 = (20−10)2

12 = 8.33.

7. Since

F (x) =

∫ x

10
f (t)dt =

∫ x

10

1

10
dt =

x − 10

10
.

Then:

F (x) =


0, x < 10
x−10
10 , 10 ≤ x ≤ 20

1, x > 20.



2.1) Normal Distribution

Definition

The density of the normal random variable X , with mean µ and
variance σ2 and denoted by N(µ, σ2), is

f (x) =
1

σ
√

2π
e

−1
2σ2

(x−µ)2 , −∞ < x <∞,

where π = 3.14159 . . . and e = 2.71828 . . . .

Note:The graph of the
probability density function
(pdf) of a normal distribution
called the normal curve. The
mean and variance are µ and
σ2.



Properties of the Normal Distribution:

1 The curve is symmetric and bell-shaped about a vertical axis
through the mean, i.e. mean = mode = median = µ.

2 The total area under the curve and above the horizontal axis is
equal to 1.

3 Area under the normal curve:

I. Approximately 68% of the values in a normally distributed
population within 1 standard deviation from the mean, that is:
P(µ− σ < X < µ+ σ)

II. Approximately 95.5% of the values in a normally distributed
population within 2 standard deviations from the mean, that is:
P(µ− 2σ < X < µ+ 2σ)

III. Approximately 99.7% of the values in a normally distributed
population within 3 standard deviation from the mean, that is:
P(µ− 3σ < X < µ+ 3σ)



Standard Normal Distribution

Definition

The density of the standard normal distribution Z is

f (x) =
1√
2π

e−
1
2
x2 , −∞ < x <∞,

we write
Z ∼ Normal(0, 1) or Z ∼ N(0, 1)

Note:The graph of the
probability density function
(pdf) of a standard normal
distribution.



Theorem

The mean and variance of standard normal distribution are 0 and
1, respectively.

Theorem

1 If X is normal random variable N(µ, σ2), then the random

variable
X − µ
σ

is a standard normal distribution Z with mean

0 and variance 1.

2 If X and Y are independent, X ∼ N(µ1, σ
2
1) and

Y ∼ N(µ2, σ
2
2) then

X + Y ∼ N(µ1 + µ2, σ
2
1 + σ22)



Table: Probabilities of the standard normal distribution
Z ∼ N(0, 1) of the form P(Z ≤ a) are tabulated.
Note: P(Z = a) = 0 for every a.

Figure: Areas under the Normal Curve





Figure: Areas under the Normal Curve Z ∼ Normal(0, 1)





Example

Let Z ∼ N(0, 1), then calculate:

1 the area under the normal curve up to z = 1.58.

2 the area under the normal curve to the right of to z = 1.84.

3 the area between the mean and 0.85 standard deviations below
the mean (i.e between −0.85 and 0).

4 the area above 2.15.

Solution:

1 P(Z ≤ 1.58) = 0.9429

2 P(Z > 1.84) = 1− P(Z ≤ 1.84) = 0.0329

3 P(−0.85 < Z < 0) = P(Z < 0)− P(Z < −0.85) =
0.5− 0.1977 = 0.3023.

4 P(Z > 2.15) = 1− P(Z ≤ 2.15) = 1− 0.9842 = 0.0158.



Example

Use the standard normal table to fine the z-value for the following:

1 P(Z ≤ z) = 0.4090.

2 P(Z ≤ z) = 0.80.

3 P(Z > z) = 0.4090.

4 the value of z that leaves area of 0.10 from the right under the
normal curve?

Solution

1 z = −0.23.

2 z = 0.84+0.85
2 = 0.845.

3 P(Z ≤ z) = 1− P(Z > z) = 1− 0.4090 = 0.5910. Thus
z = 0.23 corresponds to the area of 0.5910 to the left and
0.4090 to the right.

4 The value of z that leaves an area of 0.10 from the right under
the normal curve can be obtained from P(Z > z) = 0.1, hence
P(Z ≤ z) = 0.9 and z = 1.285.



Example

Assume that the student’s scores in the General Aptitude Tests
(GAT) of the National center for Assessment in Higher Education
(NCAHE) of Saudi Arabia follow normal distribution with mean
= 80 and standard deviation = 5.

1 What proportion of GAT scores falls below 75?

2 What proportion of GAT scores falls between 76 and 82?



Solution

1

P(X < 75) = P(
X − µ
σ

<
75− µ
σ

)

= P(Z <
75− 80

5
)

= P(Z < −1)

= 0.1587

2

P(76 < X < 82) = P(
76− µ
σ

<
X − µ
σ

<
82− µ
σ

)

= P(
76− 80

5
< Z <

82− 80

5
)

= P(−0.8 < Z < 0.4)

= P(Z < 0.4)− P(Z < −0.8)

= 0.6554− 0.2119 = 0.4435



Example

The weight of Grouper fishes is normally distributed with a mean
µ = 25 Ib and a standard deviations σ = 3 Ib. Suppose that we
select a fish randomly, then

1 Find the probability that the fish’s weight is at most 23 Ib.

2 Find the probability that the weight is between 20 lb and 27 lb.

3 Find the probability that the weight is more than 29 lb.

4 If 50 fishes are randomly selected, about how many would you
expect to weigh less than 22 lb.



Solution

1.

P(X ≤ 23) = P(
X − µ
σ

≤ 23− 25

3
)

= P(Z ≤ −0.67)

= 0.2514

2.

P(20 < X < 27) = P(
20− 25

3
<

X − µ
σ

<
27− 25

3
)

= P(−1.67 < Z < 0.67)

= P(Z < 0.67)− P(Z < −1.67)

= 0.7486− 0.0475 = 0.7011



Solution

3.

P(X > 29) = P(
X − µ
σ

>
29− µ
σ

)

= P(Z > 1.33)

= 1− 0.9082 = 0.0918.

4.

P(X < 22) = P(Z < −1)

= 0.1587

then, 50(0.1587) = 7.935 ≈ 8 fishes.



Example

On an examination, the average grade was 74 and the standard
deviation was 7. If 12% of the class are given A’s, and the grades
are curved to follow a normal distribution, what is the lowest
possible A and the highest possible B?

Solution

Let X be the examination grade X ∼ N(74, 72), and let k be the
lowest possible grade A, then P(X ≥ k) = 0.12, hence
P(X < k) = 0.88 = P(Z < k−74

7 ), and k−74
7 = 1.175. Therefore,

k = 82.225 which is 83 marks after rounding up is the lowest
possible A.
Therefore, the highest possible B is 82 marks.



Exponential Distribution

Definition

The continuous random variable X has an exponential distribution,
with parameter λ and denoted by exp(λ), if its density function is
given by:

f (x) =

{
λe−λx , x ≥ 0
0, x < 0.

where λ > 0.

Definition

The cumulative distribution function (CDF) of exp(λ) is:

F (x) =

{
1− e−λx , x ≥ 0
0, x < 0.



Theorem

The mean and variance of the exponential distribution are µ = 1/λ
and σ2 = 1/λ2.

Note:

If X is the time of arrival of the first customer and if the
average time is 30 minutes, then λ = 1/30.

This distribution is commonly used to model waiting times
between occurrences of rare events, lifetimes of electrical or
mechanical devices.



Example

If the life length of a refrigerator follows the exponential
distribution, and let X represents the life length of a refrigerator.
Suppose the average life length for this type of refrigerator is 15
years. Answer the following:

1 What is the probability that a refrigerator can be used for less
than 6 years?

2 What is the probability that this refrigerator can be used for
more than 18 years?

3 What is the variance and the standard deviation of this random
variable?



Solution

1 The random variable X has an exponential distribution with
mean µ = 1/λ = 15. Thus the corresponding pdf of the life
length of these refrigerators is:

f (x) =
{

1
15e
− 1

15
x , x ≥ 0

P(X < 6) = 1− e−6/15 ≈ 0.3297.

2

P(X > 18) = e−18/15 ≈ 0.3012.

3 Var(X ) = σ2 = 1/λ2 = 225 and σ = 15



Chi-square Distribution

Definition

If S2 is the variance of a random sample of size n taken from a
normal population having the variance σ2, then the statistic

χ2 =
(n − 1)S2

σ2

has a chi-squared distribution with ν = n − 1 degrees of freedom.

Note:

S2 =
1

n − 1

[
n∑

i=1

X 2
i − nX

2

]



Theorem

1 If X1,X2, ...,Xn an independent random sample that have the

same standard normal distribution, then X =
n∑

i=1
X 2
i is

chi-squared distribution, with degrees of freedom ν = n.

2 The mean and variance of the chi-squared distribution χ2 with
ν degrees of freedom are µ = ν and σ2 = 2ν.



Figure: Table A.5 Critical Values of the Chi-Squared Distribution





Example

For a chi-squared distribution, find

(a) χ2
15 when α = 0.025;

(b) χ2
7 when α = 0.01;

(c) χ2
24 when α = 0.05.

Solution

(a) 27.488.

(b) 18.475.

(c) 36.415.



Example

For a chi-squared distribution X , find χ2
α such that

(a) P(X > k) = 0.99 when ν = 4;

(b) P(X > k) = 0.025 when ν = 19;

(c) P(37.652 < X < k) = 0.045 when ν = 25.

Solution

(a) χ2
ν;α = χ2

4;0.99 = 0.297.

(b) χ2
ν;α = χ2

19;0.025 = 32.852.

(c) χ2
25;0.05 = 37.652. Therefore, α = 0.05− 0.045 = 0.005.

Hence, χ2
ν;α = χ2

25;0.005 = 46.928.



T-Distribution

Theorem

Let Z be a standard normal random variable and V a chi-squared
random variable with ν degrees of freedom. If Z and ν are
independent, then the distribution of the random variable is:

T =
Z√
V /ν

This is known as the t-distribution with ν degrees of freedom.



Corollary

Let X1,X2, ...,Xn be independent random variables that are all
normal with mean µ and standard deviation σ. Let

X =
1

n

n∑
i=1

Xi and S2 =
1

n − 1

n∑
i=1

(Xi − X )2

Then the random variable T = X−µ
S/
√
n

has a t-distribution with

ν = n − 1 degrees of freedom.



Figure: Table A.4 Critical Values of the t-Distribution





The t-value with ν = 14 degrees of freedom that leaves an area of
0.025 to the left, and therefore an area of 0.975 to the right, is

t0.975 = −t0.025 = −2.145



Example

Find P(−t0.025 < T < t0.05).

Solution

Since t0.05 leaves an area of 0.05 to the right, and −t0.025 leaves
an area of 0.025 to the left, we find a total area of
1− 0.05− 0.025 = 0.925 between −t0.025 and t0.05.
Hence

P(−t0.025 < T < t0.05) = 0.925.



Example

Find k such that P(k < T < −1.761) = 0.045 for a random
sample of size 15 selected from a normal distribution with

T = X−µ
S/
√
n

.

Solution

From Table A.4 we note that 1.761 corresponds to t0.05 when
ν = 14. Therefore,−t0.05 = −1.761. Since k in the original
probability statement is to the left of −t0.05 = −1.761, let
k = −tα. Then, by using figure, we have

0.045 = 0.05− α, or α = 0.005.

Hence, from Table A.4 with ν = 14,
k = −t0.005 = −2.977 and P(−2.977 < T < −1.761) = 0.045.



F-Distribution

Definition

The statistic F is defined to be the ratio of two independent
chi-squared random variables, each divided by its number of
degrees of freedom.

Theorem 31

The random variable

F =
U/ν1
V /ν2

where U and V are independent random variables having
chi-squared distributions with ν1 and ν2 degrees of freedom,
respectively, is the F -distribution with ν1 and ν2 degrees of
freedom (d.f.).



Figure: Table A.6 Critical Values of the F-Distribution









Theorem

Writing fα(ν1, ν2) for fα with ν1 and ν2 degrees of freedom, we
have

f1−α(ν1, ν2) =
1

fα(ν2, ν1)

Thus, the f -value with 6 and 10 degrees of freedom, leaving an
area of 0.95 to the right, is f0.95(6, 10) = 1

f0.05(10,6)
= 1

4.06 = 0.246.



Example

For an F -distribution, find
(a) f0.05 with ν1 = 7 and ν2 = 15;
(b) f0.05 with ν1 = 15 and ν2 = 7:
(c) f0.01 with ν1 = 24 and ν2 = 19;
(d) f0.95 with ν1 = 19 and ν2 = 24;
(e) f0.99 with ν1 = 28 and ν2 = 12.

Solution

(a) 2.71.(b) 3.51.(c) 2.92.(d) 1/2.11 = 0.47.(e) 1/2.90 = 0.34.
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