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Inner Product

Definition

Let V be a vector space on R.

We say that a function (, ): V x V — R is an inner product on
V if it satisfies the following:

Forall u,v,w e V, a € R.

Q (u,v) =(v,u)

Q (utv,w) = (uw)+(v,w)
Q (au,v)=alu,v)

Q (u,u) >0

Q@ (uuy=0 <= u=0
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@ The Euclidean inner product on R" defined by:

n
(u,v) =D Xyj =xy1+ .. + Xayn,
j=1
where u,v € R", u=(x1,...,xp) and v = (y1,...,¥n).

@ If E =C([0,1]) the vector space of continuous functions on
[0,1]. For all f,g € E, we define the inner product of f and g
by:

1
(F.g) = /0 F(D)e(tt.
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If (E,(, ))is an inner product space and u,v,w,x € E, a,b,c,d €
R, we have:

(u+v,w+x) = (u,w)+ (u,x) + (v, w) + (v, x).

(au+ bv,cw 4+ dx) = ac(u,w) + ad(u, x)
+bc(v, w) + bd(v, x).
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Let u = (x,y) and v = (a, b), we define
(u,v) =2ax + by — bx — ay

(', ) is an inner product on R?.
It is enough to prove that (u,u) >0 and (u,u) =0 <= u=0.

(uuy =2x° +y? —2xy = (x —y)> + x* > 0

and (u,u) =0 <= u=0.
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Let u = (x,y,z) and v = (a, b, ¢), we define
(u,v) =2ax+ by +3cz— bx —ay + cy + bz
(', ) is an inner product on R3.

It is enough to prove that (u,u) >0 and (u,u) =0 <= u=0.

(uuy = (y+z—x)?—(z—x)>+2x*4+32°
= (y+z—-xP+Kx+2°+22>0

(uu) =0 <= z=x=y=0 <= u=0.
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Let u = (x,y,z) and v = (a, b, ¢), we define
(u,v) =2ax+ by + cz— bx —ay + cy + bz

{, ) is not an inner product on R3.

(uu)y = (y+z—x)?—(z—x)*+2x*+ 22
= (y+z—x)2+x>+2xz
= (y+z—x)°+(x+2z2)?-2%
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If A= (aj k)€ My(R), we define the trace of the matrix A by:

tr(A) = Z aj
j=1

and
(A, B) = tr(ABT)

for all A, B € M,y(R).
(A, B) is an inner product on the vector space M,(R).
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Exercise

If u=(x1,%2,x3), v=(y1, y2,y3), we define the following
functions: f, g, h,k: R> x R3 — R.

Q f(u,v) =x1y1 + Xx2)2 + 2x3y3 + Xoy1 + 2x1)0 + Xoy3 + YoX3.

Q g(u,v) = x1y2 + xoy1 + x2¥3 + x3y2 + 3x1y3 + 3x3y1.
Q h(u,v) =
X1y1 + X2y2 + X3y3 + Xoy1 + X1y2 + X2)¥3 + ¥2X3 + X3y1 + X1y3.
Q k(u,v) = x1y1 + xoy2 + X3y3X2y3X3y2 + X1y3 + Y1X3.
Select from which the functions f, g, h, k is an inner product
on R3.
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Q f(u,v)—f(v,u) =x1y2 — xoy1. Then f is not an inner
product on R3.

Q g(u,u) = 2x1x0+2x0x3 +6x1x3 = 2(Xx1 +X3)(x2+3X3)—6x§ =
(x1 4+ x2 +4x3)% — (x1 — X2 — 2x3)° — 6x32. )
Then g is not an inner product on R3.

o

h(u,u) = x12 + X22 + x§ + 2x1x2 + 2X0x3 + 2x1X3

= (x1+x +x3)°
Then h is not an inner product on R3 because
h(u,u) =0+ u=0.

o

V Ol’lgl B Inner Product Spaces and Orthogonality



k(u,u) = X3¢+ x5+ x5 — 2x0x3 + 2x1x3
= (x1+x3)% 4 x5 — 2x0x3
(x1 4+ x3)% + (2 — x3)% — X3

Then k is not an inner product on R3 because

k(u,u)=0% u=0.

V Ol’lgl B Inner Product Spaces and Orthogonality



Find the values of a, b such that

((x1,%2), (Y1, ¥2)) = x1y1 + xoy2 + axiy2 + bxoyi

is an inner product on R2.
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((x1,%2), (1, ¥2)) = ((y1,¥2), (31, x2)) if a= b.
<(X17 X2), (X17 X2)> = x12 + x22 + 2axixo
= (a+ax)?+x3(1-2a%).

Then (, ) is an inner product on R? if and only if |a] < 1.
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Let (E,(, )) be an inner product space.

O If u € E, we define the norm of the vector u by:

lull = v/ {u; u).

Q If u,v € E, we define distance between v and v by:
d(u,v) = [ju—v|.

© We define the angle 0 < 8 < 7w between the vectors u,v € E
by:

(u,v)

cosf = ———
ull- v
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Let the inner product space Ma(R), (, )) defined by:
(A, B) = tr(ABT).

Find cos @ If 6 is the angle between the matrices

A= (; _31> and B = G 1)

ABT = (3 2). 1A =15, B =7

7 5
Then

cosf =

85
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Theorem (Cauchy-Schwarz Inequality)

If (E,(, )) is an inner product space and u,v € E,
then

[{us v < [lullf|v]- (1)

We have the equality in (?7?) if the vectors u, v are linearly
dependent.
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Let Q(t) be the polynomial
Q(t) = llu+ tv* = [[ul® + 2t{u, v) + | |v|*.

Since Q(t) > 0 for all t € R, then the discriminant of Q(t) is non

positive. Then
{u,v)? < [lul ]

If |{u,v)| = |lu|||lv|l, this mean that the discriminant of Q(t) is
zero. Then the equation Q(t) = 0 has a solution. This means that
the vectors u, v are linearly dependent.
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If (E,(, ))is an inner product space and u,v € E, then

[+ vi| < lull + [v]-

Proof

lull® + v + 2(u, v)
[l + vl + 20wl [vIF = (llall + IvID?.

lu + v?

IN
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Definition

If (E,(, )) is an inner product space. We say that the vectors
u,v € E are orthogonal and we denote v L v if (u,v) = 0.

Theorem (Pythagor's Theorem)

If u L v if and only if

[l + vII* = [luf® + [|v]*

Proof
Ju+ v[? = [lull® + [IvI? + 2(u, v) = [Jul]* + |v]]>.
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If (E,(, ))is an inner product space. We say that set
S ={ei1,...,en} of non zeros vectors is orthogonal if

(ej,e) =0, V1<j#k<n.
and we say that S is normal if
el =1, V1<j<n.
and we say that it is orthonormal if
(ej,ex) =6jk, V1<), k<n.

(5j7k:O|fj7$kand5j’j:1.)
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Any set of non zero orthogonal vectors is linearly independent .
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If (E,(, )) is an inner product space and if S = {e1,...,ep} is an
orthonormal basis of E, then for all u € E

u=(u,er)er + ...+ (u,en)en.
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n
If u= Zajej, then (u, ex) = > 7 aj(ej, &) = ak.
j=1
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Theorem

(Gramm-Schmidt Algorithm) If (E,(, )) is an inner product space
and (vi,...,v,) a set of linearly independent vectors in E, there is
a unique orthonormal set (ey, ..., e,) such that

Q forall k e {1,...,n},
Vect(ey, ..., ex) = Vect(vi, ..., vk),
Q forall k e {1,...,n},

(ek, Vk> > 0.
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Proof

We construct in the first time an orthogonal set (us, ..., u,) such
that:
(LI1 = %1
up = Vo — {1, v2) up
[Jug||?
n—1
<Ui, VI7>
Uy = Vp— u;.
S D T
\ 1=
We construct the set (ey, ..., e,) from (u1,..., u,) as follows:
Uy
ex=+——, ke{l,... n}
g <€)
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Let F be the vector sub-space of R* spanned by the vectors
S={v=(1,1,0,0), v=(1,0,—-1,0), w=(0,0,1,1)}.
© Prove that S is a basis of the sub-space F.

@ In use of Gramm-Schmidt Algorithm, find an orthonormal
basis of F. (with respect to the Euclidean inner product).
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1 1 0
1 0 0 :
O Let A= 0 -1 1 with columns the vectors u, v, w.

0 0 1

110
. 01 0.
The matrix A = 0 o 1| isarow reduced form of the

0 0O

matrix A. This proves that S is a basis of the sub-space F.
@ u = 75(1,1,0,0), uz = 7¢(1,-1,-2,0),
u3 = \/%(1,—1,1,3).

{u1, uz, u3} is an orthonormal basis of the sub-space F.
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Exercise

@ Prove that ((a, b),(x,y)) = ax + ay + bx + 2by is an inner
product in R?.

@ Use Gramm-Schmidt algorithm to construct an orthonormal
basis of R? from the basis {u; = (1, —1), urp = (1,2)}.
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Q¢ ((ab)+(c;d),(xy)) =(atc)x+(atc)y+(b+d)x+
(b+d)y = ((a,b), (x,y)) + (¢, d), (x,¥))
o ((a,b),(x,y)) = ax + ay + bx + 2by = ((x, y), (a, b))
e (Ma,b),(x,y)) = Aax+ Aay + Abx + 2\by =
M(a, b), (x,y))
e ((a,b),(a,b)) =a>+2ab+2b%>=(a+b)?+b*>>0
o ((a,b),(a,h)=0 <= a+b=0=b <> a=b=0
@ The vector vy is unitary and the second vector is v, = (1,0).
Then {v; = (1,—1),v2 = (1,0)} is an orthonormal basis.
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Let S = {u1, up, u3, us} is a basis of the space Mp(RR) such that

/1 -1 /10 /10 /01
=1 1/)"27 {1 1) o 2)°" 1 1

We use the Gramm-Schmidt algorithm to construct an orthonormal
basis from the basis S.

11 -1
T30 1

(2o 1) = —=

271 \/§,

(o =; (5 2
up U2711—331-
L1 12)

2T /15 \3 1)°
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<U3, V1> = \ﬁ, <U3, V2> =

1 /-1 3
uz — <U3, V1>V1 - <U3a V2>V2 - g <_3 4> ’

3
\/35< 4>'
ug, v 0, (ua, o) = i<u v>:i
(us, 1) = 4, V2 T (s vs =

1 10 -39
ug — <U4, V1>V1 — <U4, V2>V2 — <U4, V3> V3 = % (_29 _29> .

(53
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Exercise

Let F be the vector sub-space of the Euclidean space R* spanned
by the following vectors
u =(1,2,0,2), up =(-1,1,1,1).
@ Use Gramm-Schmidt algorithm to construct an orthonormal
basis of the vector sub-space F
@ Prove that the set F- = {u € R*: (u,v) =0, Vv € F} is a
vector sub-space of R*.

© Find an orthonormal basis of the vector sub-space FL.

V Ol’lgl B Inner Product Spaces and Orthogonality



o

1
V1= i, (2, v1) =1,
wp — (up,vi)vy = (0,3,1,1) — 1(—1,1,1,1) = 1(-4,1,3,1).
-1 (_
Then v, = 3ﬁ( 4,1,3,1).
(v1, v2) is an orthonormal basis of the vector sub-space F.

If vi,vo € F-, a, € R and u € F, then
<CYV1 + /8V27 U> = a(‘/lv U> + B<V27 U> = 0.
Then FL is a vector sub-space of R*.

Let u = (x,y,z,t) € R*

ue Ft — {<U,U1>=8 <:>{ x+2y+2t=0

(u, up) = ~X+y+z+t=0
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X+2y+2t=0 x:%z
<~
—Xx+y+z+t=0 y=-%—1t
Thenue Ft «— u=-%(-2,1,-3,0) + t(0,-1,0,1).
The vectors e; = (—2,1,-3,0),e = (O —1,0,1) is an orthogonal

basis of the vector sub-space F=.
wy = \/%61, (wi, &) = —ﬁ,

e — (e, m)w = £(2,13,3,14).

Then (\/1?4(—27 1,-3,0), 3—\}6(2, 13,3,14)) is an orthonormal basis

of the vector sub-space F*.
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