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Chapter 3: Multiple Random Variables

CLO3 Define multiple random variablesin terms of their PDF and CDF and
calculate joint moments such as the correlation and covariance.

Objectives

1. Introduce Joint distribution, joint density,
conditional distribution and density, Statistical
independence

2. Introduce Expectations, correlations and joint

characteristic functions
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1. Vector Random Variables

Let two random variables X with value x and Y with value y are defined on a sample space S,
then the random point (x, y) is a random vector in the XY plane.

In the general case where N r.v's. X1, X, . . . Xy are defined on a sample space S, they
become N-dimensional random vector or N-dimensional r.v.

2. Joint distribution

Let two events A = {X < x} and B = {Y < y}, (Xand Y two random variables ) with

probability distribution functions Fx(x) and Fy (y), respectively:

Fy(x) =P(X <x) (D
Fy(y) =P(Y <y) (2)

The probability of the joint event {X < x,Y < y}, which is a function of the members x and
y is called the joint probability distribution function P{X < x,Y < y} = P(AN B). Itis

given as follows:

Fyy(x,y) =PX < x,Y <) 3)

If X and Y are two discrete random variables, where X have N possible values x,, and Y have

M possible values y,,, then:

Fyy(x,y) = n=1 Zm=1 P Cen, ym)u(x — x)u(y — ym) 4)
Probability of the joint Unit step function

event{X =x,,Y =y, }

If Xand Y are two continues random variables, then:
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Yy x

Fy () = f f fow(u, v)dudv )

—00 —00

Example 1:

Let X and Y be two discrete random variables. Let us assume that the joint space has only three
possible elements (1, 1), (2, 1) and (3, 3). The probabilities of these events are:

P(1,1) = 0.2, P(2,1) = 0.3, and P(3,3) = 0.5.

Find and plot Fy y (x, y).

Solution:
P y A Fxy
| 05 )
1 2_T_T_ > %___[1_2_ IH——
1 2 3 ;’ l,. : : %

Proprieties of the joint distribution Fy y(x,y):

1.

2.

Fyy(—0,—00) = Fyy(—00,y) = Fxy(x,—20) =0
FX,Y(“! °°) =1
0 < Fyy(x,y) <1

P{x; <X < x5, y1 <Y <y} = Fxy(x2,¥2) — Fxy(x1,¥2) — Fxy(x2,¥1) +
Fxy(x1,71)

Fyxy(x,y) is a non decreasing function of both x and y
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Marginal distributions:
e The marginal distribution functions of one random variable is expressed as:
v Fyy(x,oo) = Fx(x)

v Fxy(o,y) = Fy(y)

Example 2:
s={(1,1,(2,1),3E3)}
P(1,1) = 0.2, P(2,1) = 0.3, P(3,3) =0.5

Find Fx y(x,y) and the marginal distributions Fx(x) and Fy(y) of example 1

Solution:
Fxy(x,y) =P(LD)ulx—Duly-1)+P21Dulx—-2)uly—1)+

P33 ulx—3)u(y—3)
= 02ulx—Duly—1)+03ulx—2)uly—1)+05u(x—3)uly —3)

Fy(x) = Fyxy(x,0) =02 u(x — 1) + 0.3 u(x — 2) + 0.5 u(x — 3)

Fy(y) = Fxy(oo,y) =02 u(y —1)+ 03 u(y —1) + 0.5 u(y — 3)

=05u(y—1)+0.5u(y —3)

fx ) ANy (Y)

0.2
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3. Joint density

* For two continuous random variables X and Y, the joint probability density function is given

by:

0%F ,
fury) = ) ©)

* If XandY, are tow discrete random variables then the joint probability density function is

given by:

N M
@) = D > Pl ym)8 = x)8(y = yn) @

n=1m=1

Proprieties of the joint density function fx y(x, y):
1L fxy(x,y) =0
2. [, [, fuyGoy)dxdy = 1
3. Fyy,y) =27 fry (o y)dxdy
4. Fx(0) = [T [7, fur Coyddyds, Fy () = 2 [7 fy (x,y)dxdy
5. Py <X <x, , ;1 <Y<y} = f;z f;lz fxy (x, y)dxdy
6. fx(x) = f_oooofX,Y(XrY)dy Sr(y) = f_oooofx,y(er)dx (Marginal density

function)

Example 3:

Let us consider the following joint probability density function of two random variables X and Y:

fxy (6, y) = u(x)u(y)xe *0+0

Find the marginal probability density functions fyx (x) and fy (y)
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Solution:

fuln) = f: u(x) x e+ Vdy = u(x)x e‘xg 2 =wl)e ™

oo

fr () =f u(y) x e+ Vdx
o0
But [ xe®dx = e”“x{é = i

—x[y+1}( % — ! ,]m= H(}/)
G+ GHEE  GIF

4. Conditional distribution and density

fr@) =ul)[e

* The conditional distribution function of a random variable X, given event B with P(B) #

0is:
P{X <x N B}
Fy(x|B) = P{X < x|B} = ————— 8
x(xIB) = P(X < xIB} =2 ®
* The corresponding conditional density function is:
dFy(x|B)
fi(x|B) = —— )

e Often, we are interested in computing the distribution function of one random variable X

conditioned by the fact that the second variable has some specific values.

4.1 Point conditioning: The Radom variable has some specific value

®* For continuous random variables:

fX,Y(x' y)

fx(xly) = W

(10)
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Also, we have:
fxyxy)
fr(yl) = 1202 (11)
® For discrete random variables:
Suppose we have:
M
KO =) PONSY - ) (12)
=1
fx,y(x' y) = IiV=1 Zﬂ‘-ilp(xi.yj)ﬂx - x;) 5(3’ - )’j) (13)
Assumey = y, isthe specific value of y, then:
N P(xifyk)
Fo(x|Y = =Z —— u(x — x; 14
X( | yk) i—1 P(yk) ( l) ( )
and
N P(xiﬂyk)
x|Y = = Z —— 5(x — x; 15
fx (x| Vi) L PO ( i) (15)
Example 4:

Let us consider the joint pdf: fy v (x,y) = u(x)u(y)x e ¥+
Find fy (v|x) if the marginal pdf of X is given by: fy(x) = u(x)e™
Solution:

fxy(x,¥) and fx(x) are nonzero only for y > 0 and x > 0, fy(y|x) is nonzero only for y >

0 and x > 0, therefore, we keep u(x).

(x,y) -
frlx) = B2 = uou(y)x e
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Example 5:

What represents the corresponding figure ?

Find £, (xly = ¥3)

X3 Xz %
Solution:
P(xi,y3)
FGY = y3) = 52, 2829 5 — x,)
4 5 9
PO =35+5=5
fe&IY = y3) = T2 5 (x — xy) + Z5225(x - x,)
Y15 /15
L x[Y=v3)
=§6(x—x1)+§6(x—xz) b " ; _:
Y3 / / T
'fz/ r 5 g
Y
X x; 4
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4.2 Interval conditioning: The Radom variable in the interval {y, <Y < y, }
yq.and y, are real numbers.
fyb ey, y)dy  Fy o (x — Fyy(x
[, fr0)dy [, frdy
and
5P 2 fey( v)dudv

Exly, <Y <y) =5—= 17
Example 6:
Let fyy(x,y) = u()u(y)x e ¥+ (18)

fx(@) =ulx)e™, and f,(y) = (5?32

Find  fi(x|Y < y)?

Solution 6:

12 Fxy(xy)dy
12 fr(dy

fx(xly = y) = fx(xl—oo <Yy= y) =
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12, fey ey = [ u(x)xe 0+ Vdy
= u(x)x e‘x.?ﬁ = —u(x)e *[e~*Y — 1]

= u(x)e *[1—e™*] yv>0

» _1 — =% - =
L ey = [§ ——dy="Zlf= ——+1=-2 y>0

¥+1

Then. fy(x|Y < y) = u(x) u(y)e™(1 — e ™) (5-)

5. Statistical independence

¢ Two random variables X and Y are independent if:

Fyy(x,y) = Fx(x)Fy(y) (19)

This means that

fxy (6 y) = () fr (v) (20)

* Note thatif Xand Y are independent, then

fx(x|y) = fx(x) and fy(y|x) = fy(}’) (21)

Example 7:
In example 6, are X and Y independent?

Solution

fry(xy) = ulx)u(y)x E"'X{J"'*'l]
fe@f 0) = uxuly)e™. s +1}z # fxy(xy)

10
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= X and Y are not independent.
Example 8:
x_y

let fyxy(x,y) = 1—12u(x)u(y)e_1_5 are X and Y independent?
Solution

o 1 xy u(x) x Y u(x) -x

= = : = e 4, ,—3¢ 3|3 = e 4

fx(x) fn 12 u(x)e + =dy 12 o 4

“ 1 Xy o uly) z
fr») =j — u(y)e @ 3dx=——¢3

, 12 3

x_y
fx ) fy(¥) = 11—3 u(x)u(y)e s = fyy(x,y) = X &Y are independent.

6. Sum of two random variables

Here the problem is to determine the probability density function of the sum of two

independent random variables X and Y-

W=X+Y (22)

The resulting probability density function of W can be shown to be the convolution of the
density functions of X and Y:

I| Convolution |I

r'd
fiw W) = £:G) * fr )

fun) = [ RO =y = [ fif v - x)dx 23)

11
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Proof:

- Let W equals the sum of two independent rv.s Xand Y

W=X+Y
Then, Fyy (W) = PIW < w} =P{X +Y < w}

X +Y = w corresponds to the shaded area.
therefore:

Fyww) = [ [T fyyp(x, y)dxdy

Since X and Y are independent:
Fyw) = [7 77 [, () fx(x)dxdy
= [T O fr()dxdy
= Jr:, fr(V)Fx(w — y)dy
Differentiating w.r.t. w:

furW) = [~ fr 0 fxw —y)dy = fr(w) * fy(w)

5o, the density function of the sum of two independent r.v s is the
convolution of their density functions.

Example 9:

Let us consider two independent random variables X and Y with the following pdfs:

fx () = = [u(x) — ulx — a)]

fry) = %[u(y) —u(y —b)]Where 0<a<b

Find the pdf of W=X+Y

12
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Vi (W)

Solution:

Mx (X) Ny (V)

S| o=

8=
o =

a+b

7. Central Limit Theorem

The probability distribution function of the sum of a large number of random variables

approaches a Gaussian distribution.

13
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8. Expectations and Correlations

* If g(x,y)isafunction of two random variables X and Y ( their joint probability density
function fx y(x,¥)). Then the expected value of g(x,y), a function of the two random

variables X and Y is given by:

Elg(X,¥)] = j f 96 fxr (6, y)dxdy (24)

Example 10

Let g(X,Y) = aX + bY, find E[g(X,Y)]?

Solution:
g=ElgxX, V] =["_[" (aX + bY) fyy(x,y)dxdy
= [ 7 ax fuyGoy)dxdy + [ [ by fxy(x,y)dxdy

=a[” x fx(x)dx+b [” y fy(»)dy

= aE[X] + bE[Y]

* If we have n functions of random variables g (x,y), g.(x,y), ..., go(x, y) then:

Elg,(x,y) + g2(x,¥) + ...+ gpo(x, )] = E[g1(x,¥)] + E[g2(x,¥)] + - + E[g,(x,y)]

Which means that the expected value of the sum of the functions is equal to the sum of the

expected values of the functions.

14
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8.1 Joint Moments about the origin

M = E[X"Y¥] = j f XMY¥ fioy (x,y)dxdy

We have the following proprieties:

v’ m,, = E[X™] are the moments of X

v mgy = E[Y*] arethe moments of Y

(25)

v' Thesum n+k is called the order of the moments. (m,,, my, and m,, are called second

order moments).

v my, = E[X] and my, = E[Y] arecaled first order moments.

8.2 Correlation

* The second-order joint moment m,; is called the correlation between X and Y.

* The correlation is a very important statistic and its denoted by Ryy:

Ryy = E[XY] =my; = f f Xy fX,Y(x;J’)dXdy

e If Ryy = E[X]E[Y] then X and Y are said to be uncorrelated.

* If Xand Yare independent then fyy(x,y) = fx(x)fy(y) and

Rav = | xfx@de [ yf()dy = EIXIELY]

* Therefore, if Xand Y are independent then they are uncorrelated.

e However, if Xand Y are uncorrelated, it is not necessary that they are independent.

(26)

(27)

15
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* IfRyy = 0then X and Y are called orthogonal.
Example 11
Let E[X] = 3,0,2 =2, letdso Y = —6X + 22
Find Ryy?
Are X and Y Orthogonal ?
Are X and Y uncorrel ated?
Solution:
R =E[XY]=E[X(-6X+22)]
= E[—6X2] + E[22X] we know g2 = E[X?] — X?
EI_XZ] = o‘xz + X =11
Ryy = —6(11) 4+ 22(3) =0 = X and Y are Orthogonal
E|Y] = —6E[X]+ 22 = -6(3) + 22 =4 = E[X]E[Y]=12
Ryy # E[X|E[Y] =X and Y are not uncorrelated.
8.3 Joint central moments
e The joint central moment is defined as:

Un = E[(X = X)"(Y = YV)*]

[ | a-0r0 -0 frytyaxdy (28)

We note that:

Uyo = E[(X — X)?] = 0x? s the variance of X.

16



CEN 343 Chapter 3: Multiple random
variables

Uy = E[(Y = Y)?] = 0y? is the variance of Y.

8.4 Covariance

* The second order joint central moment w4 is called the covariance of X and Y and denoted
by Cxy-
Cry = s = E[X =X)(Y =] = [ [7 (x = ) = V) fiey (x, y)dxdy (29)

We have

Cxy = E[XY] — XY = Ryy — E[X]E[Y] (30)

» |If Xand Y are uncorrelated (or independent), then Cyy = 0
« If Xand Y are orthogonal, then Cyy—- — XY

* If XandY are correlated, then the correlation coefficient p measures the degree of correlation
between X and Y:

p =i = 2= g[(* ) (0] 31)

Itisimportant to notethat: —1 < p <1

Example 12

Let g = aX + bY findg,®> when X and Y are uncorrelated

17
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Solution:
0, = E[g*] — E[g]?
E[g?] = E[(aX + bY)?] = a®E[X?] + 2abE[XY] + b2E[Y?]
E[g]? = (aE[X] + B[Y])?2 =a?X? + 2abX¥ + b27?
0,2=a? (E[X2] — X2) + 2ab(E[XY] — X7) + b*(E[Y?] - T?)
=0 as> +20bCinh + beo%y

if X andY are uncorrelated, Cxy =0 => 0, = a’oy* + b%0y?

9 Joint Characteristic functions

e The joint characteristic function of two random variables is defined by:

Dy (W, wp)=E[e@XtjwaY ] = [* [* oel192 ¢\ (x y)dxdy (32)

w1 and w, are real numbers.

* By setting w; = 0 or w, = 0, we obtain the marginal characteristic function:

Ox(wy) = Q)X,Y(wl' 0)

By (wy) = Q)X,Y(O: w5) (33)

* The joint moments are obtained as :

18
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+k
_ ~n+k 0T Oxy(w1,wz)
Mpk = (_]) n k | w1=0,w,=0
0wy 0w,

(34)

Example 1
. . - . 212 —8w,2
Let us consider the joint characteristic function: @xy(w;, w;) =€ Zw1"-8w;

Find E[X] and E[Y]

Are X and Y uncorrelated?

Solution:
E[XIYG] = K =M= —j Ay y(wys wa) |
= Mo = ~J dwy wy=wy=0
— —j(_._q_wle_zwiz—SWgﬂ"—) |WL=D=W3 — U

1 3
Elx“}) ] =Y =my = _J'I(_lE'WZE_zwiz_ﬂwzz)lwizwzzi} =0

o dfR, L (wy,w,)
Rx}.' == ElXYJ =My = {'__,’)2 dxl:-:ld'l,:fz = | wi=w>=0 =

= —(—4w;)(—16wy)e 2w =8w2* | o =0

Ryy = 0 = E[X]|E|Y] = X and Y are uncorrelated.

19



