Mark’s Formula Sheet for Exam P

Discrete distributions
e Uniform, U(m)

— PMF: f(m):%,forle,Q,...,m
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— z is the number of items from the sample of n items that are from group/type 1.
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— PMF: f(z) =
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e Binomial, b(n, p)

— PMF: f(x) = (Z)pz(l —p)"* forx=0,1,...,n

x 1s the number of successes in n trials.

— p=mnp and 0% = np(1 — p) = npq
MGF: M(t) = [(1 - p) + pe']" = (¢ + pe')"

e Negative Binomial, nb(r, p)
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— PMF: f(z) = (a: 1>pr(1 —p) T forx=rr+1,r+2,...
r —
— x is the number of trials necessary to see r successes.
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e Geometric, geo(p)

PMF: f(x) = (1 —p)®!p, for z = 1,2,...

— x is the number of trials necessary to see 1 success.

CDF: P(X <k)=1-(1-pkf=1-¢"and P(X > k) = (1 —p)* =¢*
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Distribution is said to be “memoryless”, because P(X >k + j|X > k) = P(X > j).
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e Poisson
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PMF: f(a/:):)\ forx=0,1,2,...

!

— x is the number of changes in a unit of time or length.

— ) is the average number of changes in a unit of time or length in a Poisson process.
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— CDF: P(XS:L’):e A(1+A+%+...+%)

—p=02=X

MGF: M (t) = M=)

Continuous Distributions

e Uniform, U(a,b)
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—CDF:P(XSx):F,forangb
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e Exponential

1
PDF: f(x) = ge_x/e, for x > 0
— 1z is the waiting time we are experiencing to see one change occur.

— 0 is the average waiting time between changes in a Poisson process. (Sometimes called the
“hazard rate”.)
CDF: P(X <z)=1—e%/? for z > 0.
=0 and 0% = 62
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Distribution is said to be “memoryless”, because P(X > z1 + x2|X > 1) = P(X > z2).

— MGF: M(t) =

e Gamma
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— x is the waiting time we are experiencing to see o changes.

— 0 is the average waiting time between changes in a Poisson process and « is the number of
changes that we are waiting to see.

pu=ab and 02 = ab?

— MGF: M(t) = (1—19t)a

o Chi-square (Gamma with 6 = 2 and o = )
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Normal, N (u, 0?)

— PDF: _ —(z—p)? /202
f(ZC) O'\/%e

— MGF: M(t) = ettto°?/2

Integration formulas

1 1 1
/p(:c)e‘” dr = gp(x)e‘” — ﬁp’(aﬁ)e” + gp"(a:)eax — ..

/ T <2e_$/9> dr = (a+ 0)6_(1/9

/ z? <;ez/9> dz = ((a+ 0)? + 0%)e~/?

Other Useful Facts

02 = B[(X — u)?] = B[X?] - u2 = M"(0) — M'(0)?
COV(X7 Y) [(X ,ux)(Y My)] [XY] Mooz Ly

Cov(X,Y) = 04y = pogoy

and
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Least squares regression line: y = i, + p&(a: — )
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When variables X 1, X2, ..., X, are not pairwise independent, then
Var ZX Zo +220,]

1<j
and
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Var(E a; X;) = g a;o; + 2 g a;a;0;;
i=1 i=1 i<j
where o;; is the covariance of X; and X.

When X depends upon Y, E[X]| = E[E[X|Y]].

When X depends upon Y, Var(X) = E[Var(X|Y)] + Var(E[X|Y]). (Called the “Total Variance” of
X.)

Chebyshev’s Inequality: For a random variable X having any distribution with finite mean yp and
variance 0%, P(|X — p| > ko) < 5.

For the variables X and Y having the joint PMF/PDF f(z,y), the moment generating function for
this distribution is

M(ty,ty) = Ble"¥72Y] = Ble" Y] ZZW =V f(,y)

— piz = My, (0,0) and py = My, (0,0) (These are the first partial derivatives.)
— E[X?] = My,+,(0,0) and E[Y?] = My,t,(0,0) (These are the “pure” second partial derivatives.)
— E[XY] = My,1,(0,0) = My,,(0,0) (These are the “mixed” second partial derivatives.)

Central Limit Theorem: As the sample size n grows,



n
— the distribution of Z X; becomes approximately normal with mean nyu and variance no
i=1
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— the distribution of X = — Z X; becomes approximately normal with mean y and variance 7.
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i=1
If X and Y are joint distributed with PMF f(x,y), then

— the marginal distribution of X is given by f,(x) = Z f(z,y)
y

— the marginal distribution of Y is given by f,(y) = Z f(z,y)
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— E[X|Y =yo] = Y _af(aly = y0) = fy(vo)
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