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Hypergeometric Distribution 

 

 

 

 

In a group of 𝑁 objects, 𝐾 are of Type I and 𝑁 − 𝐾 are of Type II. If 𝑛 objects are 

randomly chosen without replacement from the group of 𝑁, let 𝑋 denote the number 

that are of Type I in the group of 𝑛. Thus, 𝑋 has a hypergeometric distribution 

𝑋~𝐻(𝑁, 𝑛, 𝐾). The pmf for 𝑋 is  

𝑓(𝑥) = 𝑓(𝑥; 𝑁, 𝑛, 𝐾) = {
(𝐾

𝑥)(𝑁−𝐾
𝑛−𝑥 )

(𝑁
𝑛)

;   𝑥 = 𝑀𝑎𝑥[0, 𝑛 − (𝑁 − 𝐾)], … , 𝑀𝑖𝑛[𝑛, 𝐾]

0;                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                      
  

Parameters of the Distribution: 𝑁 ∈ 𝑁+(population size), 𝑛 ∈ 𝑁+ (sample size),  

𝐾 ∈ 𝑁+(population elements with a certain characteristic). 

Characteristics of Hypergeometric Distribution 

1. ‘n’ trials in a sample taken from a finite population of size N. 

2. The population (outcome of trials) has two outcomes Success (S) and Failure(F). 

3. Sample taken without replacement. 

4. Trials are dependent. 

5. The probability of success changes from trial to trial. 

Mean and Variance 

If X is a discrete random variable has hypergeometric distribution with parameters M, 

n, K then, 

𝐸(𝑋) = 𝜇 = 𝑛
𝐾

𝑁
  and 𝑉(𝑥) = 𝜎2 = 𝑛

𝑘

𝑁
(1 −

𝑘

𝑁
)(

𝑁−𝑛

𝑁−1
) 
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EX 

A wallet contains 3 $100 bills and 5 $1 bills. You randomly choose 4 bills. What is the 

probability that you will choose exactly 2 $100 bills?  

Solution : 

(a) 𝑵 =  𝟖 , 𝒏 =  𝟒 , 𝑲 =  𝟑 , 𝑵 −  𝑲 =  𝟓 

𝑷(𝑿 = 𝟐) =
(

𝟑
𝟐

) (
𝟓
𝟐

)

(
𝟖
𝟒

)
= 𝟎. 𝟒𝟐𝟖𝟔 

(b) Find mean and variance  

      𝒎𝒆𝒂𝒏 =  𝝁 = 𝒏
𝑲

𝑵
= 𝟒 𝒙

𝟑

𝟖
= 𝟏. 𝟓 

 𝑽𝒂𝒓𝒊𝒂𝒏𝒄𝒆 = 𝜎2 = 𝑛
𝑘

𝑁
(1 −

𝑘

𝑁
) (

𝑁−𝑛

𝑁−1
) = 4𝑥

3

8
𝑥

5

8
𝑥

4

7
=   0.5357 

        𝑺𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝒅𝒆𝒗𝒊𝒂𝒕𝒊𝒐𝒏 = 𝜎 = √𝑽𝒂𝒓𝒊𝒂𝒏𝒄𝒆 = √0.5357 = 0.7319 

_____________________________________________________________________ 

Example 3.9 

A box contains 6 blue and 4 red balls. An experiment is performed a ball is chosen and 

its color observed. Find the probability, that after 5 trials, 3 blue balls will have been 

chosen when 

I. The balls are replaced (with replacement) 

II. The balls not replaced (without  replacement) 

Solution 

I. Let X represents the no. of blue balls in the sample. 𝑿~𝑩𝒊𝒏(𝟓, 𝟎. 𝟔). So, we want to 

find  

𝑃(𝑋 = 3) = (5
3
)(0.6)3(0.4)2 = 0.3456. 

II. Let Y represents the no. of blue balls in the sample. 𝒀~𝑯(𝟏𝟎, 𝟓, 𝟔). So, we want to 

find  

𝑃(𝑌 = 3) =
(6

3)(4
2)

(10
5 )

= 0.4762. 
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Poisson Distribution 

The Poisson distribution is often used as a model for counting the number of events 

of a certain type that occur in a certain period of time (or space). If the r.v. X has 

Poisson distribution 𝑋~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆) then its pmf is given by 

𝑓(𝑥) = 𝑓(𝑥; 𝜆) = {
𝑒−𝜆𝜆𝑥

𝑥!
;   𝑥 = 0,1,2, …

0;           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

 

Parameter of the Distribution: 𝜆 > 0 (The average) 

Mean and Variance 

If X is a discrete random variable has Poisson distribution with parameter 𝜆 then, 

𝐸(𝑋) = 𝑉(𝑥) = 𝜆𝑡. 

 

For example 

 The number of births per hour during a given day. 

 The number of failures of a machine in one month. 

 The number of typing errors on a page. 

 The number of postponed baseball games due to rain. 

Example 

Suppose that X represents the number of customers arriving for service at bank in a 

one hour period, and that a model for X is the Poisson distribution with parameter 𝜆. 

In general, for any time interval of length t, the number of customers arriving in that 

time interval has a Poisson distribution with parameter 𝜇 =  𝜆𝑡 , 𝑡 𝑖𝑠 𝑡𝑖𝑚𝑒 

(a) X, the number of bank customers arriving in one hour, Suppose that 𝜆 = 40 ,    

It ‘means that X has mean of 40’. 

                        (ℎ𝑒𝑟𝑒 𝑡 = 1, 𝜇 =  𝜆𝑡 = 40𝑥1 = 40) 

(b) Y represents the number of customers arriving in 2 hours, then Y has a 

Poisson distribution with a parameter µ = 80. 

(ℎ𝑒𝑟𝑒 𝑡 = 1, 𝜇 =  𝜆𝑡 = 40𝑥2 = 80) 
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   (c)Z represents the number of customers arriving during a 15-minute period ,then Z  

a Poisson distribution with parameter 40 ∙
1

4
= 10.  

(ℎ𝑒𝑟𝑒 𝑡 = 1/4, 𝜇 =  𝜆𝑡 = 40𝑥1/4 = 10) 

So, In general, If W represents the number of customers arriving in t hours 

𝑊~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆𝑡) therefore, 

𝑓(𝑤) =
𝑒−𝜆𝑡(𝜆𝑡)𝑤

𝑤!
;      𝑤 = 0, 1, 2, …. 

 

Example 3.11 

Suppose that the number of typing errors per page has a Poisson distribution with 

average 6 typing errors. What is the probability that 

I. The number of typing errors in a page will be 7. 

II. The number of typing errors in a page will be at least 2. 

III.  The number of typing errors in 2 pages there will be 10 typing errors. 

IV.  The number of typing errors in a half page there will be no typing errors. 

V. Mean of typing errors in per 3 pages 

VI. Standard deviation of typing errors in per 1/2 pages 

Solution 

I. Let X represents the no. of typing errors per page.  

      Therefore, 𝜆𝑋 = 6 ⇒ 𝑋~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(6). 

        𝑃(𝑋 = 7) =
𝑒−667

7!
= 0.1377. 

II. 𝑷(𝑿 ≥ 𝟐) = 𝒇(𝟐) + 𝒇(𝟑) + ⋯ = 𝟏 − 𝑷(𝑿 < 𝟐) = 𝟏 − [𝒇(𝟎) − 𝒇(𝟏)]  

             = 1 − [
𝑒−660

0!
−

𝑒−66

1!
] = 0.9826. 

III.  Let Y represents the no. of typing errors in 2 pages.  

       Therefore,  𝜆𝑌 = 𝜆𝑋𝑡 = 6 ∙ 2 = 12 ⇒ 𝑌~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(12). 

            𝑃(𝑌 = 10) =
𝑒−12(12)10

10!
= 0.1048. 

IV.  Let Z represents the no. of typing errors in a half pages.  

        Therefore,  𝜆𝑍 = 𝜆𝑋𝑡 = 6 ∙
1

2
= 3 ⇒ 𝑍~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(3). 

              𝑃(𝑍 = 0) =
𝑒−330

0!
= 0.0498. 

 


