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Solutions of homework 3 (joint, conditional distributions and conditional expectation)

Problem 1.

1. Let X be a r.v. taking values in {—b, —a,a,b} (where a and b are real numbers such that
0<a<b) Set Y = X2

(a) Find the distribution of ¥ and the distribution of the couple (X,Y).
Solution: We have Sy = {a?, b*} and

P(Y=0d*) = P(X=aor X =—a)
= P(X=—-a)+P(X =a)
_ 1,1
4402
Consequently

1
PY=0)=1-P(Y =d*) = -.
(V=) = 1-P (¥ —a) - 1

We have S(xy) = (Sx,Sy) = {(=b,b*); (b,%); (—a,a?); (a,a*)} and
P((X,Y)=(=bt")) = P(X==bY =0 =P (X =—bX>=1?)
_ P({X:—b}ﬂ{X:borX:—b}):P(X:—b):i
P(X,Y)=(bb*) = P(X=bY=0)=P(X=0bX>=0)
= PUX=b0n{X=bor X=—-b))=P(X=0b) =

P((X,Y)=(-a,a*) = P(X=-aY=a")=P(X=-a,X*=d"

= P{X=—a}n{X=—-aor X=a})=P (X =—a)

P((X,Y)=(a,a%)) = P(X=aY =0a®)=P(X =a,X>=d?
P({X:a}ﬂ{X:—aorX:a}):P(X:a):i

(b) Show that Cov(X,Y) = 0.
Solution: By definition we have

Cov(X,Y) = E[XY]—E[X]E[Y]

But 1
E[X]=7(-b—ata+b)=0and E[X*] =

Therefore Cov(X,Y) = 0.



(c) Are X and Y independent.
Solution: We have Y = X? (Y is a function of X) hence they are dependent.

2. Let X; and X5 be two independent r.v. such that:
1
Sx, =8x,={-1,1} and P{X; =1} =P({Xo=1}) = 5

(a) Set X3 = X;X5. Are the r.v. X, X5 and X3 mutually independent ?
Solution: We calculate

PXi=1,Xo=-1,X35=-1) = P(X;=1,X,=-1)

1 1 1
On the other hand
1 1 1
P(Xlzl)P(XQ——l)P(Xg——l):—X—X—
2 2 2
because Sx, = {—1,1}
P(X;=1) = P(X;=—-1,X=-1)+P(X;=1,Xo=1)
1 2 1 Y 1 " 1
272 272 2
Therefore
X1, X5 and X3 are not mutually independent.
3. Let X and Y be two r.v. with the following distribution:
1 1
Sx ={-1,1} such that P (X =-1)= 1 and Sy ={1,2} such that P(Y =1)= 3

Denote by p the probability of the event {X = —1} N {Y = 1}.

(a) Find the joint probability distribution of the couple (X,Y) in terms of p.
Solution: We have S(xy) = (Sx,Sy) = {(=1,1); (—1,2); (1,1); (1,2)}. Moreover we know

that ]
P(X=-LY=1)+P(X=-1Y=2)=P(X=-1)=
and |
P(X=-1Y=1)+P(X=1Y=1)=P(Y =1) =,
and 9
PX=-1Y=2+P(X=1Y=2)=P(Y =2~
Then .
P(X=-1,Y=1)=p and P(Xz—l,YzQ):Z—p
and
P(X=1LY=1=2—p and P(X=1,Y =2) =2 4p—" 4
A R I R I DR



(b) What the required conditions of p? The parameter p should satisfy 0 < p < 1,0 < 3—p <1,
O<z—p<land Z+p<IlthatisO<p<j

(c¢) Find the values of p in such away that X and Y become independent.
Solution: If X and Y are independent then we should have

1 31 1
PX=1Y=1)=3-p=PX=D)P¥ ===
which implies that p = 1—12 And
1 12 1
P X=-1Y=2)=-—p=PX=—-1PY =2)=-=-==

which implies that p = % And

11 1
P X=-1Y=1)=p=PX=-1)PY =1 =-—==—.
And
P(X=1Y=2)= o + —P(X—I)P(Y—2)—32—1
A T ~ YT a3 2

which implies that p = 1—12 So X and Y are independent is and only if p = 1—12
(d) Find in this case the distributions of the following r.v.:

Z=XY; S=X+4Y; D=X-Y; M=max(X,Y): I=min(X,Y).

Solutions.

i. We have p =12,i. Sy = {—2,—1,1,2} and ii. Probability mass function:

P(Z=-9) = P(X=-1Y=2)=¢ P(Z=-1)=P(X=-1Y=1)=
P(Z=2) :}%X:Lyzmzé,1%Z=U=PQZLY:n:i

ii. We have i. Sg ={0,1,2,3} and ii. Probability mass function:
P(S=0) — P(X:—l,Yzl):%, P(S=1)=P(X=—1,Y =2) =+
P(S=2) = P(le,Yzl):i, P(S:?)):P(X:l,Y:Z):%

iii. We have i. Sp = {—3,—-2,—1,0,1} and ii. Probability mass function:
P(D=—3) — P(X:—l,Y:Q):é, P(D:—Q):P(X:—l,Yzl):%,
PWZ—D==PM:LY=%=%wHD=®=PW=LY=D=i

iv. We have i. Sy = {1,2} and ii. Probability mass function:

PM=1) = P(X=-1Y=lor X=1,Y =1)
= P(X=-1Y=1)+P(X=1Y=1)
1 1

L1
12 4 3
P(M=2) :1-%:%



v. We have i. S; = {—1,1} and ii. Probability mass function:

P(I=1 = P(X=1Y=1or X=1Y =2)
- PX=1Y=1)4+P(X=1Y=2)
B 1+1_3
4 2 4
3 1
P(I=-1) = 1—>-="2,
( ) 1= 1

Problem 2.

(a) Two players are tossing fair coins. A tosses (n + 1) times the coin and B tosses n times
the coin (n € N*). Let X and Y be the number of “heads” got respectively by the player
A and the player B.

i. Calculate the probability of the following events {X —Y = k}, k € Z, {X = Y},
{X>Y}.

(b) Let X; and X, be two i.i.d. r.v. with values in N such that :

1
9k+1"

VkeN, P(X,=k) =

i. Find the distribution and calculate the expectation of ¥ = max (X7, X5).
Solution. i) Sy =N, ii) Vk e N p(k) = P(Y = k).
We have Sy =N, ii) Vk € N p(k) = P(Y = k). We have

P(Y =k) = P(max(X, X3) =k)

(Xo =k X1 < X3) + P (X1 =k, X1 > X3)
(Xo=k, X1 <k)+P(X1 =k Xo<k)
(Xo=Fk)P (X1 <k)+P(X1=k)P(X2<k)
(Xo=Fk)[P(X; <k)+P(Xy<k) (since P(X;=k)=P(Xy=k))
(X1 = k) [2P (X1 < k) — P (X, = k)]

(&2 1) 1 [1—2¢ 1

T 9k+l ; 9i+1  9k+1 | T gk+1 1 —9-1  92k+2
1 1 1 1 3

= ok (1 B 2k+1)  92k+2 a ok 92k+2

where we have used the relation P (X; < k) = P(X; <k)— P (X; =k)).
(c¢) Let X and Y be two r.v. taking values in N such that:

P
P
= P
P
P

-1
VmeNand VneN P({X:m}ﬂ{Y:n}):en—' X
i. Find the distributions of X and Y.
Solution: i) Sx = N* and Sy =N, ii) V m € N* we have

P(X=m) = iP(X:m,Y:n)

et 1 1 et
= ZFQ—mzz—m (because Zﬁzl

n=0 ’ n=0



Hence X — G(3). And

P(Y=n) = iP(X:m,Y:n)

m=1
el e ! =1

= Z F2—m = F (because Z 2_m = 1)
m=1 m=1

Then Y — P(1).

ii. Are X and Y independent ?
Solution: We have Vim € N*and Vn e N

P(X=mY=n)=P(X=m)P(Y =n)

therefore X and Y are independent.

iii. Find their expectation and their variance.

Solution:
]_ _

()

EY]=1 and Var(Y)=1

N =

EX]=7=2 and Var(X)= =2

l\DI»—A| [
[N}

N[ —=

and

(d) Let X and Z be two r.v. with integer values. Assume that Z is a Poisson r.v. with
parameter A such that

X<Z and Yn>0, Vk<n, PX=k/Z=n)=CHF1-p*(0<p<l).

i. Show that X and Y = Z — X are two independent Poisson r.v.
Solution: First Sy = N and Sy = N. Remark that

P(X=kY=j) = P(X=kZ=j+k)
P(X =k/Z=j+k)P(Z=j+Fk)

_ o k(l K )je*)‘ pYas:

I RS A I A Y
IOV (LY

k! 4!

— e (pA) e A1-p) (1 —p)A)
¢ k! !

7=0
B L.
k! , ;!
7=0
_ e—/\p<p)‘>k



and by taking the summation over k we get

P(Y=j) = > P(X=kY =)

k=0

— o AM1-p) (1 - p)/\)j o \P i (p/\)k
= —j!
§=0

o A1-p) (= p))\)j
it
Consequently X — P(pA), Y — P((1 —p)A) and

PX=kY=5))=P(X=kP(Y=9).
Which means that X and Y are independent Poisson random variable.
Problem 3.

(a) Consider the following joint probability density function p.d.f. of X and Y :

dry if O<y<1, O0<ax<l,
0 otherwise

f(z.y) :{

i, Findi. P(0 < X <0.5,0.25 <Y < 0.5), ii. P(0<Y < 1).
Solution: i) We have

0.5
P0< X <0502,<Y <05) = / / drydrdy
0.2

= / 2zdx / 2ydy
0 0.25

= [#°57 % [1]0s

_ 52 52 (52)2
102\ 102 1002

(Y3
104 102) 64

PO<Y <1 = —00 < X < +400,0<Y <1)

> / / daydrdy = / 2xdx / 2ydy
= x [v], =

ii. Find the joint cumulative distribution function c.d.f. of X and Y |, i.e.,

ii) We have

Fixyy(r,y) = P(X <2,Y <y).

Solution: By definition of the c.d.f.

z Y
F(X,Y)(x>y) = / / duvdudv

x Y
= / 2udu / 2udv



A.ifx <0ory <0, then
F(X,Y)<x>y) :07
B.if0<xz<1land 0 <y <1, then

@ y
Fixyy(z,y) = / 2udu/ 2vdv
0 0
22y
C.if0<x<1landy>1,then

T 1
Fixy)(z,y) = /2udu/ 2vdv
0 0
22

D. if0<y<1andx>1, then

1

y
Fixyy(z,y) = 2udu/ 2udv
0

Qw o\

E. ify > 1 and x > 1, then
Fixyy(z,y) =1
(b) Findi. P(X =Y),ii. P(X <Y),iii. P(X -Y > 1).
Solution: i. We have

P(X=Y) = /{_ }f(x,y)dfﬂdyz//{_}f(ﬂf,ﬂf)dxdy

1 Y 1 4 Y 1
— / (/ 4:1:2dx) dy :/ {—x?’} dy = / Ody =0
0 Y 0 3 Y 0
ii. We have

P(X<Y) = //{xgy}f(x,y)dwdy:/ol (/Oyélxydx)dy:/olély(/oyxdx)dy
= /012y (/Onydx) dy:/OIZy([xQ]g)dy:/OIQy?’dy

9 1
s

1
P(X—Y>—) :// fz,y)dxdy
2 {x>%+y}

Nowwehave%+y<xand0<y<1, O<x<1then0<y<x—%and%<x<1,hence

1 z—1
P(X—Y>l> = // f(a:,y)dxdy:/ </ 24a:ydx> dy
2 {z>1+y} 1 0
1 z—1 1 Ny
= / 2x (/ 2ydy) da::/ 2x<[y2]g—§) dx
3 0 3

1 2 1
B 1 oty 25 1,0 T
= [2x(x—2> da:—[zx 37 —|—4:BL—96.
2 2

iii. We have



4. Consider the following joint p.d.f of X and Y :

Joe(z+3y) if 0<y<l1 0<z<1,
J,y) = { 0 otherwise

(a) Find the value of ¢

Solution: We have fol fol(x + 3y)dxdy = 2, hence ¢ =
(b) Find the marginal density function of X

Solution: We have fx(x fo (@ +3y)dy =243

(c¢) Find the joint c.d.f. of X and Y
Solution: The joint cumulative distribution function c.d.f. of X and Y is given by

N

Fixyy(r,y) = P(X <z,Y <y).

Fixy)(z,y) = /_; /_: f(u,v)dudv.

i. if 2z <0ory <0, then Fixy)(z,y) =0.
ii. if0<zx <1, 0<y<1,then

Fixy /f/fuvmm_/ f%w+%mmu
= (u+3v)dv | du = xly(2u+3y)du:1xy(x+3y).
A - i

iii. if 1 <z, 0 <y <1, then,

Fixy)(z,y) = //fuvdudv—// (u 4+ 3v)dvdu
0o Jo

1 y (14 3y)

Then

We shall discuss for cases

y (2u + 3y) du = 4

o
N

iv. if0 <x <1, 1 <y, then,

Fixyy(z,y) = /o/of dudv—// (u + 3v)dvdu

1

v. if 1 <z, 1 <y, then, Fixy(z,y) = 1.
(d) Find PO< X <1,0<Y <1).
Solution: Frome the previous question we can write
1 11 111 /1 1 1
P(O<X< 0<Y<2) F(Xy)(2 2) Z§§<§+3§)__
(e) Find P(X <Y)and P(X +Y < 1)
Solution: We have

P(X<Y)—// f(z,y)dxdy —/d/
{I<y}
= / ——x —|—1zlc—|r§ dz _ T
—Jo 4 27 4 12

(x + 3y)dy

[\Dll—'



and

1
P(X+Y<—) = // xydxdy—/ da:/ —(x + 3y)d
2 {oty<i}

Problem 4.

1. Let X and Y be two random variables with the joint density

3

4
Flr,y) = -(1—zy) if 0<z<landl<y<l1
0 elsewhere

(a) Calculate P(X +Y < 1).
Solution: We have

1 1—x 4
PX+Y<1)= // flx,y)dxdy = / d:B/ = (1 —zy)dy,
{z+y<1} 0 0 3

First we have

=y 4 2 (17" 4 2
/0 —(1—xy)dy:§(1—m)—m§/0 2ydy=§(1—x)—x§(1—x)2

3
and )
4 11
/ —(l—2)—2-(1—2)?)de ==
. \3 18
then
PX4Y <1)= 2
18

(b) Find F [X + Y] using the joint density function.
Solution: We have

OJ

4 8
E[X+Y]= // m—l—y—l—xy)dyda::§

(c) Calculate E'[X] and E[Y].
Solution: First calculate fy(x) and fy(y)

and

SO



10

(d) Find E[XY], E[Y]|EY]
Solution: We have

1 1 4 4 1 1
EXY] = / O(xy)g(l—xy)dydx:§/0 xdx/o y(1—zy)dy
1
1

0
4 1 5
= 5/095(5—537)“—5

and

(e) Deduce Cov(X,Y)
Solution: By definition

Con(X.¥) = E[XY] - Y] E[y] = > - 10— L

2. Suppose X and Y are continuous random variables with joint c.d.f. given by F(x,y). For each
of the following, find the answer in terms of F(z,y).

(a) P(X <a,Y <¢)
Solution: P(X <a,Y <¢)= F(a,c)

(b) P(X <)
Solution: P(X <b) =lim, i F(b,y), P(Y <d) =lim, - F(z,d)

(c) Pla< X <bc<Y <d)
Solution: P(a < X <b,c <Y <d) = F(b,d) — F(b,c) — F(a,d) + F(a,c)

(d) P(X >a,Y <d)
Solution: P(X > a,Y < d) = Pla < X < 4o00,—00 < Y < d) = F(+o00,d) —
F(+00,—00)—F(a,d)+F(a,—o0) = F(+00,d)—F(a,d) (since F(+00, —c0) = F(a, —00) =
0)

(e) P(X>0b,Y >d)
Solution P(X > bY > d) = P(b < X < 400,d <Y < +00) = 1 — F(400,d) —
F (b, +00) + F(b,d)

3. Suppose the joint c.d.f. of two random variables X and Y is given by

1= —eV+e ™Y, for 2,y >0
F(x,y) = { 0, otherwise.

(a) Find P(X <2,Y < 2),
Solution: By definition of the c.d.f.

P(X<2Y<2) = Fxy22)=1-e?—e?+e*!
= 1-22+e?

(b) Find P(X < 5),
Solution:

P(X <5) = P(X<5,Y <+00)= lim F(5y)

Yy—>ro0
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(c) Find P(1 < X <3,2<Y <4):
Solution:

P(1<X<3,2<Y<4)=F(3,4)—F(3,2)— F(1,4)+ F(1,2)
(d) Find the joint p.d.f. fixy)(z,y)

Solution: P2
B e, for 2,y >0
f(X,Y) (l’, y) - ax—ay('xa y) - { 0’ otherwise.
(e) Find the p.d.f fx(x) of X and the p.d.f fy(y) of Y.
Solution:
fx(z) = / Joxy) (@, y)dy = GI/ e Ydy
0 0
= eix
and
fr(z) = / foxy) (@, y)ds = e_y/ e “dr
0 0
— e
Problem 5.
1. Let X and Y be two r.v. with joint probability density f(z,y) = e(=*/¥)=¥/y, for z > 0 and
y > 0.
(a) Calculate the conditional density fx|y(z|y).
Solution: o) .
T,y =
fxpy(zly) = where fy(y) = flz,y)dz
fr(y) 0
hence
tooq _z_ _z]too
)= [ e = [-e] =
0 ) 0
then . .
Frnlaly) = < < £
X|y y_ye*y_ y'

(b) Calculate E[X|Y = y].
Solution: We have for each y > 0

+oo +oo e—%
EX|Y =y]. = / zfxy (zly)de = / :1:70[3:
0 0

= [—xe_z};roo + /O+OO e vdy = [—ye_ﬂ;roo
=Y
(c¢) Deduce E[X|Y].

Solution: We know that E[X|Y] is a random variable which take the same values as the
r.v. Y hence E[X|Y] =Y. In general if you find

E[X]Y =y] = ¥(y)

then
E[X|Y]=9(Y)

The conditional density of X given {Y =y} is fxy(z]y) = zy’e ¥, for x > 0 and y > 1.
The probability density of Y is fy(y) = y—12, for y > 1.
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(d) Calculate the conditional distribution of Y given {X = z} and E[Y|X].
Solution: The conditional density of Y given {X = z} is given

frix (ylz) = J;f(’j)) and  f(z,y) = fxp(zly) fr(v)

" Fxpy (ly) fy (y)

_ Ixy LY Iv\y

frix (Wlz) = (o)
Now .
Felo) = [ ey = [ = e
Consequently .
Frix (o) = 2 = e

First calculate E[Y|X = z] for x > 0. We have
+o00 +oo
BYIX=a] = [ uhixlolody= [ yme 0y
1 1
+00 n +oo
= q:e””/ ye Ydy = xe” [—ye’yﬂ ) * 4+ a:e“/ e dy
1 1
= r+4xe’ |——e Y =z+ze" | 04+ — | =2+1
x . x
finally
E[Y|X] = X + L.
1. Consider the couple of random variable (X,Y") with a joint density given by

Joeary if O<y<ax<l,
flay) = { 0 otherwise.

(a) Determine the value of c.

Solution: We should have [ [ f(z,y)dzdy =1 that is

1 T 1 1 1 T c 1 1
c/ / rydrdy = c/ dy/ rdr = c/ a:dx/ ydx = —/ 23dr = —c
o Jo 0 y 0 0 2 Jo 8

then ¢ = 8.

(b) Find the marginal density of X (fx(z)).
Solution: We have fx(z) =8 [ zydy =42 0 <2 <1 and fx(z) = 0 otherwise.

(c) Find the conditional density of ¥ given X = x, that is, fy|x(y|z). Solution: We have

(o) = 28— 2 or 0 < y < o < 1

(d) Compute the conditional expectations E [Y|X = z] and F [X|Y = y].
Solution: We have

2

BIY | X =l = [ upvistulody = [ v5dy = 5o
0

but to compute E [X|Y = y| we need to compute first fy(y) which can be calculated by

—+00

fr(y) = flx,y)dz = 8/ vydzr =4y (1 — y?)

—00
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then

; 8 2
Ixy(zly) = J;(f@y)) = 1y (13:3 ) =17 _ny for0<y<z<l1

therefore

2 (M, 2¢8-1
EX|Y=y] = /$fX|Y($|y)d$:1_y2/yxdm:§y2_1

2P +y+)(y—1) 2y +y+1
3 (w+1)(y—-1) 3 y+1

(e) Identify E[Y|X] and F [X|Y]
Solution: from the previous question we deduce that

2
E[Y]X] =X
and 214Y +Y? 2 Y?
+Y +
E[X|Y] =2 =242
X1Y] T31yy

(f) Find the conditional expectation E[Y* —5X | X =
Solution: By definition

EY*—5X | X =2]= / (y* = 5z) fvix(y|z)dy = /Of (y* — 52) i—gdy = %x (z° — 15)
(g) Identify E[Y* | X].

Solution: We have .
E[Y*—5X | X = 1] :§x(333—15)

then
ElY*|X] = E[Y*=5X | X =2+ E[5X | X = 1]
1 1
= —X(X?®-15)+5X = -X*
X (150X =3
Problem 6.

1. Let X and Y be two random variables with joint probability density functions
flz,y) =4zy for 0 <z <land 0 <y <1

An insurance policy is written to cover the loss which can be modeled by the sum of the two
variables X and Y. The policy has a deducible of 1.
Question: Calculate the expected payment under the policy.

Solution: Let Z denotes the payment under the policy, Z is given in terms for X and Y:

X+Y -1 if X+Y>1

Z=max(X+Y —-1,0) = 0 otherwise.

You are asked to compute E [Z]. Then
EZ] = Emax(X+Y —1,0)] = //(max(x +y—1,0)) f(z,y)dzdy

1 1
= / / (max (x +y — 1,0)) dxydxdy,
0 Jo
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now, max(x +y—1,0)=x4+y—1whenx+y>1<= y>1—x, for 0 <z < 1. Hence
1 1—a
// max (z +y — 1,0)) zydedy = /wdw/ (max (z +y — 1,0)) ydy
0 0
1 1
+/ mdm/ (max (z +y — 1,0)) ydy

= /xdx/ (x+y—1)ydy
= /o$(€( ))dx—11210

11 11
ElZ]=4— = —.
120 30

Therefore

. Assume that an insurance company insures a large numbers of drivers. Let X be random variable
representing the company’s losses under collision insurance and let Y represents the company’s
losses under liability insurance. Assume that X and Y has a joint probability density functions

1
f(x,y):{ 1(295—1—2—3/) for 0<z<land0<y<2.

otherwise

Question: What is the probability that the total loss is at least 1.
Solution: The probability to compute is P (X +Y > 1). We can write

P(X4+Y>1)=1-P(X+Y <1).

Let us first compute P (X +Y < 1). Using the joint density we have

PX+Y<1) = // [z, y)dzdy
{z+y<1}
1
= // — (22 +2 —y) dedy
{z+y<1,0<z<1,0<y<2} 4
1
1
= /d:r/ — (22 4+ 2 —y) dxdy
{y<1— :B0<y<2} 4
-2
= /da:/ — (22 4+ 2 —y) dxdy
1 1
- [ dx(/ e[ )
o 2 0 4 Jo
! 1 1
— / (9” (1—x)——(1—x)2)dx
2
0 8
1 A

Finally

7 17
P(X+Y>1)=1-P(X+Y <1)=1- 5 =2



