Article

Investigating the Characteristics of Two-Phase Flow Using Electrical Capacitance Tomography (ECT) for Three Pipe Orientations
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Abstract: Experiments of gas–liquid flow in a circular pipe for horizontal and inclined positions (upward/downward) are reported. The characteristics of two-phase flow in terms of liquid holdup ($\varepsilon_L$) and induced flow patterns are studied using three experimental techniques; time-averaged $\varepsilon_L$ from permittivity profiles using electrical capacitance tomography (ECT), instantaneous $\varepsilon_L$ using two fast-closing valves (TFCV), and high-speed camera images (HSCI) to capture/identify the formed flow patterns. Thus, this experimental setup enables the development of more well-defined flow patterns in gas–liquid two-phase flow and allows for multi-technique verification of the results. Taken from experimental measurements, a model is proposed to predict $\varepsilon_L$ for high and low situations. The correlations are a function of the hydrodynamic dimensionless quantities which provide hydrodynamic similarity. Regarding different pipe orientations, $\varepsilon_L$ predictions are comparable to $\varepsilon_L$ from experimental measurements with accepted accuracy: 88% of the predictions are within ±5–15% and 98% are below ±20%. The correlations also were validated by reported results and against correlations available in the literature and show higher prediction accuracy. It is confirmed that the kinematic similarity which is achieved by the gas–liquid velocity ratios and the inertial forces influence the flow pattern and the liquid holdup.
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1. Introduction

The Multiphase flow can be defined as the simultaneous existence of dynamic flow in several phases [1]. This occurs in various applications, such as the chemical industry, medical equipment, cooling supercomputers, spacecraft, paper-making plants, boilers and petroleum. Accompanying the focus on the petroleum industry, it is known that it involves the flow of natural gas, crude oil, water...
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and solids (mud), all of which may be transferred together as multiphase flow in pipes to a refinery [1–3]. As a consequence of the existence of various fluid properties and differences in interfacial properties between them, there will be a wide range of interface configurations and a large number of flow shapes resulting in different flow patterns or regimes [4,5]. Multiphase flow patterns are challenging to identify and a subject of investigation due to their considerable effects on the description and classification of multiphase flows [6].

The most important characteristics of multiphase flow are the flow pattern, \( \varepsilon(L) \) (including holdup fluctuations), gas holdup (i.e., void fraction) and pressure drop (including pressure fluctuations). The determination and identification of multiphase flow patterns is of great importance because \( \varepsilon(L) \) and pressure drop are highly dependent on the flow pattern. Hence, the flow pattern is a defining feature of multiphase flow. A clear understanding of the flow patterns and the ability to accurately predict the type of flow is extremely important in designing pipelines and in calculating pressure drop and holdup, because each flow pattern has a different effect on these calculations. The prediction and calculation of two-phase flow are highly complex because they involve multiple variables including transfer of momentum, heat and mass, as well as the slippage between the two phases and the presence of interfaces [5–9]. Furthermore, the conduct cross section and configuration, flowrate, direction and inclination significantly affect the flow patterns, pressure drop and \( \varepsilon(L) \).

Adding to the complexity of multiphase flow, the difference in densities between the components causes slip of the less dense fluids in the pipe [10]. Another influential factor is the inclination angle of the pipe and the direction of flow where both significantly affect the flow patterns and \( \varepsilon(L) \).

Generally, the reported flow patterns that are observed in the industrial and research fields include six different flow patterns in an upward inclined flow: dispersed bubbles, plug, elongated bubble, slug, slug churn and annular. Concerning the horizontal pipe condition, adding to the patterns mentioned before, is the existence of a stratified flow pattern. However, for downward pipe flow, and due to gravity, the stratified flow pattern is dominant for macro scale flow conditions [11].

Many instruments and techniques, including visual observation, photography and tomography, have been used in multiphase flow studies to distinguish flow patterns and estimate \( \varepsilon(L) \). High-speed camera images (HSCI), acoustic techniques, tomography methods, X-ray imaging, optical fibre probes, hot film anemometry, capacitance sensors, conductance probes and static pressure gauges are the most important methods used today [6,12–20]. Visual observation was formerly used to identify flow patterns at low flow rates only, and is seldom used at all today, having been replaced by HSCI techniques to distinguish flow patterns [21]. As for measuring \( \varepsilon(L) \), among the most popular methods that can be employed is the use of two fast closing valves (TFCV) to measure an instantaneous \( \varepsilon(L) \). However, lately, tomography technique is extensively utilized because it measures real cross-sectional liquid holdups passing the sensor during a specific time interval. There are many different tomography techniques, such as X-ray and gamma ray nuclear magnetic resonance, acoustic, electrical capacitance and conductance tomography [21–24].

Tomographic techniques are useful to provide images of cross-sectional fluid distribution (internal visualisation), giving a real-time picture of the flow pattern, velocity and concentration of two-phase flow (void fraction and liquid) [15,21,24]. The three main two-phase flow measurement techniques based on electrical properties are electrical capacitance tomography (ECT), electrical resistance tomography (ERT) and electrical inductance tomography (EIT). All these experimental methods generate images, providing cross-sectional distribution information that can yield a real-time picture of the flow, concentration and liquid holdup \( \varepsilon(L) \) in two-phase flows [15,24,25]. Some recent studies showed that the use of the combination between ECT and microwave cavity resonant (MCR) is feasible to measure the liquid holdup and flow pattern in both oil-continuous and water-continuous flow [26].

ECT sensors generally consist of a purpose-built multiplexer, an impedance analyser and a computer for image reconstruction, interpretation and display. The performance of an ECT sensor depends on several parameters, such as the number of electrodes, their dimensions, and type of electrostatic shielding, axial resolution and its sensitivity [18]. ECT is particularly valuable in characterising multiphase flow for many reasons. First, the fluctuations of the dielectric properties of
the gas or liquid within a pipe can be measured and the capacitance of components estimated when they pass through the sensor region. Second, it is non-intrusive to the flow, which means that flow patterns are not disrupted and there will be no erosion of electrodes. ECT sensors usually comprise 8–16 electrodes around the cross section of the pipe, separated from each other by small and equal gaps. The measured values of capacitance will be affected by the geometry of the sensor, the number of electrodes, the configuration of the electrode guard insulators, the fluid temperature inside the pipe and any undesirable stray capacitance, such as that of the cable connecting the sensor to the multiplexer [27–29]. The disadvantages of ECT include the need for a fast data acquisition system, the distortions often affecting reconstructed tomograms and the simultaneous iterative techniques that must be employed to reconstruct an image from permittivity signals [30,31].

Additionally, many theoretical and empirical studies to predict the flow patterns and liquid holdup in two-phase are proposed. Some correlations are developed from data that corresponds to one particular flow pattern (e.g., at intermittent flow, chaotic flow, high or low \( \varepsilon_{L} \) systems, and slug flow). Annular, stratified and stratified wavy flow patterns are characterized by low solid holdup, and the range of these flow patterns vary between correlations. Spedding and Chen (1984) proposed a correlation to predict the liquid holdup (air/water) for horizontal and vertical pipe with \( \varepsilon_{L} \) less than 0.20 [32,33], while other correlations could predict \( \varepsilon_{L} \) for the same flow pattern and similar gas–liquid phases with less than 0.06 for horizontal inclination [33,34]. Slug flow patterns are characterized by relatively higher liquid holdup; this is because the liquid phase occupies a higher fraction of the pipe volume. Many correlations are proposed to predict the liquid holdup for such a flow pattern. The range of this flow pattern varies between \( \varepsilon_{L} \) values higher than 0.2 (for air/heavy oil for horizontal pipe) and 0.4 (for air/kerosene, air/water, and air/oil for horizontal and upward inclinations), respectively [35–38]. Bestion (1990) proposed a correlation to predict high liquid holdup values for slug flow patterns [38,39]. Similar correlations to predict high liquid holdup also were proposed by Kore et al. (2011) with \( \varepsilon_{L} \) higher than 0.8 and Al–Safran et al., (2015) with \( \varepsilon_{L} \) higher than 0.6 using air and high viscosity oil for horizontal pipe [40–42]. Some of the cited correlations depend on the combined effect of the viscous and the inertial forces [33,35,36,40–42], while other correlations proposed by Spedding and Chen (1984), Hamersma and Hart (1987), Bestion (1990) and Ishii (1977) have no viscosity as a variable. Their proposed correlations are influenced by the gas–liquid velocity ratios and the inertial forces [32–34,37–39].

To find the hydrodynamic similarity between different experimental setups, dimensionless numbers such as a Reynold number (\( Re \)) is usually used; also it is used to scale between multiphase flow systems. The two main forces operating on a gas–liquid multiphase flow system are the inertial and the viscous forces. The relation between these two forces are inherent in a Reynold number (\( Re \)) [43]. Therefore, in this work a model is proposed which is based on the relation between the liquid holdup as a function of the \( Re \) of the two phases (i.e., the liquid and the gas). First, this work focuses on examining the influence of the gas–liquid superficial velocities on the flow patterns and on estimating \( \varepsilon_{L} \) using two eight-electrode ECT sensors, TFCV and a HSCI under three pipe orientation conditions. A multiphase flow rig with adjustable pipe orientations is capable of generating a wide range of multiphase flow patterns is assembled for the current study. During three-stages, the project with the following objectives are investigated: (i) to determine the flow patterns by using two techniques (i.e., a HSCI and electric capacitance tomography), (ii) to measure \( \varepsilon_{L} \) by means of two techniques (i.e., TFCV and ECT sensors), and (iii) to develop an empirical correlation that predicts \( \varepsilon_{L} \) with high accuracy as a function of the hydrodynamics non-dimensional properties of multiphase flow in terms of the \( Re \) of the gas and the liquid phases. The proposed model is validated by two independent measuring techniques which is rarely available in the literature. It also was validated by the extractable results from the literature.

2. Experimental Apparatus

The experimental setup comprises of a flow rig, an ECT capacitance sensor, and high-speed imaging system, schematically illustrated in Figure 1. The flow rig consists of a large reservoir, a gear pump, a compressor, gas and oil flow sensors, TFCV and the pipe network. A 6 m-long test section
of the pipe can be adjusted to a selected angle using a swing table. This test section has TFCV (SV6007-NO model, Omega, Norwalk, CT, USA), one at the inlet and the other at the outlet. An electrical delay circuit is used to postpone pump and compressor turn-off for 0.9 s after the valves on the test section are closed to measure $\varepsilon(L)$. The test section is made of a transparent acrylic with an inner diameter of $d_{in} = 3.6$ cm, allowing visual observation of the creation and development of the flow patterns. Toward the end of the experimental pipe section, a viewing box made of glass encloses a small portion of the pipe, as shown in Figure 2a. This box is filled with water to reduce the lensing effect of the pipe when examining the flow patterns with the high-speed camera.

Mineral oil ($\rho_{(L)} = 850$ kg/m$^3$) at room temperature is pumped into the flow loop, which is designed as an open recycling system to ensure an appropriate phase mixing and to allow various flow patterns to be developed. Compressed air ($\rho_{(G)} = 1.204$ kg/m$^3$) at room temperature is injected into the flow rig using an in-house gas/liquid mixer. The mass flow rate of air is controlled and measured by two instruments: (a) float ball and (b) mass flow meter (FMA 1700/1800 model, Omega, Norwalk, CT, USA). The oil flow rate is controlled by varying the speed of the pump motor and is measured with a turbine flow meter (A10GMN100NA1, GPI)).

Figure 1. (a) Photograph of the flow rig. (b) Schematic illustration of the test rig used in the current work. The numbered items are: 1—ECT capacitance sensor, 2—viewing box, 3—fast-closing valves, 4—transparent 36 mm inner diameter polycarbonate pipe, 5—mineral oil reservoir, 6—gear pump, 7—flow rotameter, 8—turbine flow meter, 9—air compressor, 10—float flow meter, 11—gas mass flow meter, 12—mixing chamber, 13—swing table for pipe support.
Figure 2. Photographic view (a) the transparent rectangular box and ECT sensor, (b) ECT equipment used in the experiments, and (c) schematic illustration of the ECT sensor cross-section.

The ECT system (PLT model, Process Tomography Ltd., Wilmslow, Cheshire, UK) is located 4.5 m from the flow mixer and uses a TFLR5000 data acquisition system. The system consists of two sensors with 42 mm separating the middle plane of each centre plane (i.e., copper screen in Figure 2a). Each plate has 8 electrodes spaced at 40 mm intervals along the axial length of the pipe and 47.6 mm around its perimeter. Eight driven guard electrodes of 25 mm axial length are located on each sensor behind the capacitance measurement electrodes. The driven guard electrodes and the sensor electrodes are enclosed within an earthed cylindrical screen, fabricated from copper sheet formed into an open cylinder, which is held in place by a set of circumferential steel bands. The steel bands compress a set of radial clamps (attached to the end rings) onto the electrode foil of the sensor and the tube, as well as securing the outer screen, as shown in Figure 2b. A schematic illustration cross-section of the sensor is shown in Figure 2c. The 8 electrode twin plane sensor is mounted on a 40 mm OD Perspex tube with a wall thickness of 2 mm (i.e., inner diameter 36 mm). The measurement electrodes (E1–E8) are spaced on 45 degrees, centers at an effective radius of 20.5 mm. Each electrode’s circumferential arc length is 14 mm, which corresponds to a subtended angle of about 19.5 degrees. The electrodes are separated by an insulating gap of circumferential length 0.5 degrees and an axial guard electrode of circumferential length 1 mm, corresponding to a subtended angle of approximately 2.8 degrees. Radial metal screening fins (i.e., S in Figure 2c) of radial height 10 mm are attached to the axial guard tracks.

The data from the capacitance sensor is recorded using the ECT32v3 software (Process Tomography Ltd., Wilmslow, Cheshire, UK). It is worth noting that one of the purposes of using two sensors is to estimate the velocity fields and then the volume flowrate with cross correlation algorithms. However, in this work more attention is directed toward determining and measuring $\varepsilon(L)$.

The high-speed camera (CR4000 x 2, Optronis GmbH, Kehl, DE) captures 500 frames per second for 15–30 s at a full resolution of 4 megapixels and can achieve higher acquisition rates for cropped fields of view. The camera has an F mount with a Nikon 50 mm f/1.8D attached to it. The viewing box is backward illuminated with an LED assembly that provides a uniform and stable light intensity when using the high-speed camera.

2.1. Experimental Procedure

The main sensor in the current work was the ECT sensor. The typical operation was as follows. One electrode served as a source for the electrical signal and the other electrodes recorded square wave voltage signals in the MHz range, corresponding to the passage of electrical fields across the
inside pipe. This step took around 25 µs and was repeated ultra-rapidly for each of the seven electrodes. Thus, the electric field relations between the electrodes corresponded to the medium present in the pipe. When two materials with different permittivity passed through the pipe, they affected the pathways of the electric field. Therefore, since in a single cross-sectional permittivity measurement each electrode was used sequentially as a source one at a time, the full permittivity map in the plane of measurement was calculated.

The signal recorded by the ECT sensor was calibrated by taking background signals for both the gas phase, which had a lower permittivity (air permittivity is one), and the oil phase, which had a higher permittivity (oil permittivity is $E = 2.1$). This step was crucial in inferring the liquid phases measured with linear back projection (LBP). The values of $\varepsilon_{(L)}$ were calculated from the ECT signals using the ECT32v3 commercial software that was used to control the sensor. The raw data recorded by the ECT sensors represented the permittivity distribution in the measurement plane of the pipe cross-section area for the two fluid phases (i.e., gas and liquid). The data were then analyzed with knowing the reference matrix and background signals recorded during the calibration step. Hence, the resulting image was a cross-sectional representation of the volumetric region passing through the measurement sensor. Typical images were reconstructed with $32 \times 32$ pixel$^2$. This gave a resolution of $1.25$ mm$^2$ that was identified in the smallest interrogation area.

During a typical experiment, the flow conditions were set to desired flow rates and a waiting period of at least 5 minutes was allowed for the flow patterns to stabilize, which was confirmed by naked eye observation of the flow patterns. The camera and ECT sensor were then turned on to capture the video file and capacitance data for the flow condition being tested. The ECT data was taken for around 60 s. The camera acquisition settings were varied between 60 and 500 frames per second, according to the speed of the flow patterns.

Occurring at the end of the data recording, the TFCV were closed immediately, thus capturing an instantaneous flow condition in the 6 m straight section of pipe. The volume of air inside this section was found by tilting it and measuring the length of the air inside the pipe. Using this measurement, $\varepsilon_{(L)}$ was then calculated. The height measurements were carried out with an accuracy of $\pm 1$ mm. Thus, the error associated in measuring the length of the air section and, therefore, obtaining $\varepsilon_{(L)}$ was estimated to be around $\pm 7.2\%$ (with $10\%$ deviation) of the measured $\varepsilon_{(L)}$ [44].

The above procedure was performed for all test conditions in Table A1 (i.e., in Appendix A). Thus, in this work, three pipe positions were studied: horizontal, inclined upward at $9^\circ$ and inclined downward at $-9^\circ$. Considering economical purposes in the oil and gas industry, the pipeline inclinations should not be greater than $25^\circ$ [45]. Additionally, in the oil and gas industry at the gathering stations and the plain regions (i.e., at the upstream or downstream) most pipelines are positioned in the horizontal/near-horizontal inclination [45,46]. The selected inclinations for this study i.e., $0^\circ$, $+9^\circ$, $-9^\circ$ fall between a generally used range of operating conditions in this sector and by many researchers [45,47–49]. Regarding each position, the flowrate ratio between the gas (i.e., Compressed Air) and oil (i.e., Mineral oil) were modified from 0.77 to about 34. Where three oil flow rate conditions were examined, that is $1.34 \times 10^{-4}$ m$^3$/s, $2.70 \times 10^{-4}$ m$^3$/s, and $5.20 \times 10^{-4}$ m$^3$/s (i.e., 0.135 m/s, 0.276 m/s, and 0.51 m/s), the gas flow rate was varied and increased gradually from $4.17 \times 10^{-4}$ m$^3$/s to $5.10 \times 10^{-3}$ m$^3$/s (i.e., 0.4 m/s to 5 m/s). These variations allowed for various $\varepsilon_{(L)}$ to be developed and different corresponding flow patterns to be generated in the test pipe. Each value of $\varepsilon_{(L)}$ was obtained simultaneously from TFCV and capacitance sensors where, at each reading, the flow pattern was identified by observation of the transparent pipe, either by eye at low velocities or by HSCI at high velocities.

3. Correlation Development

The holdup in a multiphase system (i.e., gas–liquid, liquid–liquid or gas–solid) is affected by many factors including gas/liquid/solid superficial velocities, liquid/gas/solid densities and viscosities, the conduit dimension and inclinations [25,32–43,50–53]. Concerning a gas-liquid multiphase flow in a pipe, the holdup is a function of the following factors [43]:
\[ \varepsilon(L) = f(\rho(L), \rho(G), \mu(L), \mu(G), u(L), u(G), d_{in}, \theta) \]  
\[ \text{where } \rho(L), \rho(G), \mu(L), \mu(G), u(L) \text{ and } u(G) \text{ are gas–liquid densities, viscosities and superficial velocities, respectively, } d_{in} \text{ is the internal pipe diameter and } \theta \text{ is the inclination angle. It is conceptually accepted that the two main forces operating on gas–liquid multiphase flow systems are the inertial and the viscous forces. The relation between these two forces can be shown in Reynold number (Re) as follows [43],} \]  
\[ Re = \frac{\rho u d_{in}}{\mu} \]  

Seen in a gas–liquid multiphase flow are two Re numbers, which can be identified as one for the gas phase and the other for the liquid phase:
\[ Re(G) = \frac{\rho(G)u(G)d_{in}}{\mu(G)} \]  
\[ Re(L) = \frac{\rho(L)u(L)d_{in}}{\mu(L)} \]  

Therefore, Reynold numbers can provide a platform for developing an \( \varepsilon(L) \) correlation with greater accuracy and broader applicability to systems operating under different operating conditions over the entire flow regimes. This is because it is usually used to provide a hydrodynamic similarity between different systems [43]. Considering experimental observations in this work and others [54–56], \( \varepsilon(L) \) takes a non-linear form and, hence, the relation between \( \varepsilon(L) \) and Reynold numbers can be expressed as follows:
\[ \varepsilon(L) = a \left( \frac{Re(G)}{Re(L)} \right)^b \]  
\[ \text{or rewritten as,} \]
\[ \varepsilon(L) = a \left( \frac{\rho(G)u(G)d_{in}}{\mu(G)} \right)^b \frac{\rho(L)u(L)d_{in}}{\mu(L)} \]  

When the velocity, density, viscosity and diameter ratios are grouped together, and since the pipe diameter is constant for any operating condition (i.e., \( d_{in}/d_{in} = 1 \)), Equation (6) can be simplified to:
\[ \varepsilon(L) = a \left( \frac{u(G)}{u(L)} \right)^b \left( \frac{\rho(L)}{\rho(G)} \right)^b \left( \frac{\mu(L)}{\mu(G)} \right)^b \]  
\[ \text{where, the coefficient } a \text{ and the exponent } b \text{ are non-linear regression constants.} \]

To determine the values of the coefficient and the exponent in Equation (7), which gave the best fit between the dimensionless quantities and the experimental data, a step-by-step nonlinear least squares regression analysis was carried out [57]. This was done by conducting 3 steps of the nonlinear minimum square regression analysis to obtain the values of the coefficient and exponent (i.e., \( a \) and \( b \)), which shows the significance of each individual dimensionless quantity to yield the highest values of the statistical number (\( R^2 \)) which measures the accuracy of the fitted regression line, adjusted \( R^2 \) and the minimum standard deviation between the observed and predicted values. Additionally, to broaden the applicability of the proposed correlation, different data from different experimental setups at various operating conditions (i.e., temperature, pressure, and liquid medium e.g., Kerosene and water) were considered [51,53]. Thus, the total data points used to develop this empirical correlation were about 310. Figure 3 shows a plot of the dimensionless numbers in Equation (7) and the experimental \( \varepsilon(L) \). The data collected and used to develop the correlation consisted of data from systems that operate at high and low \( \varepsilon(L) \). Attempts were made to correlate them together to one
correlation, however, there was a transition region which increased the prediction uncertainty and error (it will be explained later), thus, two separate correlations were developed.

\begin{equation}
\varepsilon(L) = 0.5177 \left( \frac{u(G)}{u(L)} \right) \left( \frac{\rho(G)}{\rho(L)} \right) \left( \frac{\mu(L)}{\mu(G)} \right)^{-0.208}
\end{equation}

\begin{equation}
\varepsilon(L) = 0.2231 \left( \frac{u(G)}{u(L)} \right) \left( \frac{\rho(G)}{\rho(L)} \right) \left( \frac{\mu(L)}{\mu(G)} \right)^{-0.52}
\end{equation}

where Equations (8) and (9) are for high and low \( \varepsilon(L) \), respectively.

Statistical analysis was conducted to determine the significance of each ratio in Equations (8) and (9) (i.e., the velocity ratio, density ratio and the viscosity ratio). Stepwise non-linear regression was conducted, and it was found that the velocity ratio was the most significant ratio in the relation with \( \varepsilon(L) \), as shown in Figure 4a. The obtained individual exponent for the velocity ratios ratio \( \left( \frac{u(G)}{u(L)} \right) \) were \(-0.29\) (for high \( \varepsilon(L) \)) and \(-0.0913\) (for low \( \varepsilon(L) \)). The significance can be attributed to the formation of different flow regimes/patterns that can be identified by their corresponding \( \varepsilon(L) \) value. Therefore, these flow patterns are largely influenced by the gas–liquid velocities ratio. Thus, to be able to extend the application of the proposed correlation, the kinematic similarity is achieved by the gas–liquid velocity ratio [43]. Additionally, Figure 4b shows the result obtained from the individual exponent for the density ratios \( \left( \frac{\rho(G)}{\rho(L)} \right)^{-0.19} \) for high \( \varepsilon(L) \) and \( \left( \frac{\rho(G)}{\rho(L)} \right)^{-0.573} \) for low \( \varepsilon(L) \). The resultant factor is large, which will affect the prediction of \( \varepsilon(L) \), therefore, considering the density ratio in the regression analysis increased the predictability of the correlation in terms of \( R^2 \). However, for the viscosity ratio, the individual exponent obtained was \(-0.0057\) (for high \( \varepsilon(L) \)) and \(-0.048\) (for low \( \varepsilon(L) \)). It can be seen that, for all the experimental data the values of \( \left( \frac{\mu(L)}{\mu(G)} \right)^{-0.0057} \) and \( \left( \frac{\mu(L)}{\mu(G)} \right)^{-0.048} \) were between 0.80–1, respectively, as shown in Figure 4c. Farokhpoor et al., (2020) showed a similar conclusion where the velocity and density ratios influenced the flow pattern and the liquid holdup, while the viscosity ratio had little influence [43].

Figure 3. The experimental \( \varepsilon(L) \) expressed as a function of the dimensionless quantities in Equation (7); logarithmic comparison of \( \varepsilon(L) \) (i.e., 310 data points) obtained from this work, [51,53].

Also, Figure 3 shows the unfitted power–law relationship between the experimental values of \( \varepsilon(L) \) and the dimensionless numbers that were used to correlate the operation conditions. Accordingly, the resultant correlations can be expressed as:

[Diagram showing data points and fitted lines for the correlation]
Since the factor obtained from the viscosity ratio was very small, Equation (7) can be further simplified to:

\[ \varepsilon_{\text{Li}} = a \left( \frac{u_{(G)}}{u_{(L)}} \right)^{0.29} \left( \frac{\rho_{(G)}}{\rho_{(L)}} \right)^{0.19} \left( \frac{\mu_{(L)}}{\mu_{(G)}} \right)^{-0.0057} \]  

Therefore, Equation (7) can be further simplified to:

\[ \varepsilon_{\text{Li}} = a \left[ \left( \frac{u_{(G)}}{u_{(L)}} \right)^{0.29} \left( \frac{\rho_{(G)}}{\rho_{(L)}} \right)^{0.19} \left( \frac{\mu_{(L)}}{\mu_{(G)}} \right)^{-0.0057} \right]^b \]  

\[ \varepsilon_{\text{Li}} = a \left( \frac{u_{(G)}}{u_{(L)}} \right)^{0.29} \left( \frac{\rho_{(G)}}{\rho_{(L)}} \right)^{0.19} \left( \frac{\mu_{(L)}}{\mu_{(G)}} \right)^{-0.048} \]  

\[ \varepsilon_{\text{Li}} = a \left[ \left( \frac{u_{(G)}}{u_{(L)}} \right)^{0.29} \left( \frac{\rho_{(G)}}{\rho_{(L)}} \right)^{0.19} \left( \frac{\mu_{(L)}}{\mu_{(G)}} \right)^{-0.048} \right]^b \]  

**Figure 4.** Variation of values of (a) \((u_{(G)}/u_{(L)})^{0.29}\) and \((u_{(G)}/u_{(L)})^{0.0913}\), (b) \((\rho_{(G)}/\rho_{(L)})^{0.19}\) and \((\rho_{(G)}/\rho_{(L)})^{0.573}\), and (c) \((\mu_{(L)}/\mu_{(G)})^{-0.057}\) and \((\mu_{(L)}/\mu_{(G)})^{-0.048}\) as a function of \(\varepsilon_{\text{Li}}\).
The developed correlation based on the relation obtained in Equation (10) showed a better and very well-fitted power–law relationship between the experiment $\varepsilon(L)$ and the dimensionless quantity, as shown in Figure 5.

Figure 5. The experimental $\varepsilon(L)$ expressed as a function of the dimensionless quantities in Equation (10): logarithmic comparison of $\varepsilon(L)$ (i.e., 310 data points) obtained from this work, [51,53].

Accordingly, the resultant correlation can be expressed as:

$$\varepsilon(L) = 0.1009 \left( \frac{u(G)}{u(L)} \right) \left( \frac{\rho(G)}{\rho(L)} \right)^{-0.331}$$

and

$$\varepsilon(L) = 0.0232 \left( \frac{u(G)}{u(L)} \right) \left( \frac{\rho(G)}{\rho(L)} \right)^{-0.558}$$

where Equations (11) and (12) represent high and low $\varepsilon(L)$, respectively. The proposed empirical correlations were developed for the following ranges, Equation (11) for $u(G) = 0.105-5.20$ m/s, $u(L) = 0.0018-0.512$ m/s, $u(G)/u(L) = 0.60-301.2$, and $\rho(G)/\rho(L) = 0.0012-0.0015$, and Equation (12) for $u(G) = 1.56-16.6$ m/s, $u(L) = 0.00186-0.95$ m/s, $u(G)/u(L) = 6.55-2564$, and $\rho(G)/\rho(L) = 0.0012-0.0015$.

4. Results and Discussions

4.1. Gas–Liquid Flow Pattern Characteristics Using ECT

The ECT technique is a soft field method for the reconstruction of the permittivity patterns of liquids at the volume of interest. During the current work, the ECT was used to estimate $\varepsilon(L)$ and, later, it was compared to the instantaneous $\varepsilon(L)$ that was caught with TFCV. Iteration algorithms to improve the image quality can be used, however, the scope of the current work focused on examining flow patterns, in particular $\varepsilon(L)$, and providing a correlation for gas–liquid two phase flow in circular conduits. The values of $\varepsilon(L)$ are averaged values of all the instantaneous ECT images, which were taken as continuous measurements for 60 s. The averaging was done according to this duration by the ECT software. The color scale beside the ECT images in Figure 6 give clear indication of the liquid phase, gas phase and the gas–liquid interface.

The experimental recordings from the ECT sensors were analysed according to the procedure presented in the experimental section. To avoid the repetition in discussing the ECT images, a sample of the ECT images were selected and discussed here in detail. Typical images presenting phase concentration colour coding are blue for the lower permittivity fluid (gas phase), red for the higher permittivity fluid (oil phase), and green for the interface between two phases, as shown in Figure 6. Found at low superficial gas velocity that was in the plug flow pattern (i.e., for upward inclinations),
the gas phase appeared as cap-bubbles which alternated with liquid at the top of the pipe, with an average $\varepsilon_{(L)}$ of 0.933. Initially, the pipe was full of liquid (high permittivity fluid) as shown in Figure 6a. As the leading face of the bubble (plug flow pattern) approached the capacitance sensor and the nose of the bubble was just entering the screen of the capacitance, the effect of the bubble’s (low permittivity air) was observed on the image, as in Figure 6b, which shows the gas phase in the middle of the image surrounded by a liquid phase. Figure 6c shows the bubble (gas phase) when it occupied the central section of the pipe and passed in the middle of the sensor. The bubble became bigger than what was seen in Figure 6b, as a result of the changing size of bubbles crossing the sensor. Figure 6d shows the image captured by the ECT as the bubble trail was leaving the screen of the capacitance sensor and the liquid was starting to fill the pipe again. This cycle was repeated as the next bubble passed the capacitance sensor screen. Such repeated cycles of this flow pattern (i.e., plug) led to intense fluctuation of $\varepsilon_{(L)}$.

![Image of fluid distributions](image_url)

**Figure 6.** Evolution of fluid permittivity distributions calculated from electrical potential distributions for the sensor measurement cross-section of an area fraction captured by the ECT sensor for a typical experiment (a-d) corresponding to upward plug flow pattern at $u_{(L)} = 0.506$ m/s and $u_{(G)} = 0.377$ m/s, (e-h) corresponding to upward annular flow pattern at $u_{(L)} = 0.1333$ m/s and $u_{(G)} = 5$ m/s, and (i-l) the corresponding to horizontal stratified pattern at $u_{(L)} = 0.137$ m/s and $u_{(G)} = 4.47$ m/s, (Red = liquid phase, Blue = gas phase, and Green = interface between two phases).

Figure 6e–h, shows an example of a volumetric profile of an upward inclination flow condition, where there is formation of oil film around the pipe wall, while the middle of the pipe is occupied by the air. The estimated averaged liquid volume fraction for this condition is 0.310. Regarding annular flow patterns, the gas phase flowed along the core of the pipe while the liquid phase flowed along and adjacent to the pipe wall as a wavy liquid film. The two phases were always separated, and the thickness of the oil film fluctuated continuously. The oil film was usually thicker at the bottom than that at the top of the pipe, as shown in Figure 6e, due to the gravity effect. This film thickness could not stay uniform with respect to time, as waves of oil were swept around the pipe periphery. Thus, the electrical potential distribution fluctuated in accordance with the wavy interface of the film, as
shown in Figure 6f–h. The distribution of the annular oil film around the pipe had a major effect on the electrical field distribution inside the capacitance sensor. Figure 6e–h shows the fluctuations in the electrical field distribution, which indicate the variations in oil film thickness: the red colour indicates thicker oil film, which sometimes appears around the pipe wall as shown in Figure 6e,g; the blue colour indicates the gas phase, which is always seen in the core of the pipe; green regions indicate the interface between the oil phase and gas phase. When the green colour touches the pipe wall and is around the pipe wall, it means thin oil film as shown in Figure 6f,h. These images will be repeated, as the annular flow pattern was seen in the test section and the capacitance sensor was used to detect this flow pattern.

Stratified flow (i.e., for the horizontal case) occurred when liquid flowed at the bottom of the pipe and the gas phase flowed continuously at the top; the interface between the phases was usually wavy, the waves rarely touched the top of the pipe wall, and the averaged $\varepsilon(L)$ value was 0.311. The stratified flow pattern began when the pipe bottom was occupied by the liquid phase below its centreline, with a smooth interface between the two phases, as represented in Figure 6i. The wavy interface between the gas/liquid phases at the pipe centreline represented the liquid waves. These waves grew bigger with time, as shown in Figure 6k. A thin green interface was observed at the top of the pipe, however, this was the artefact of a very thin interface film between the two phases, appearing at high gas velocities. This cycle was always constant as stratified flow pattern was detected by ECT. These results agreed with the results available in the literature [58]. The above snapshots from ECT experiments at different flow conditions present the superiority of applying volumetric measurement for identifying the three-dimensional complexity of flow patterns compared to camera recordings.

To further validate the measured averaged $\varepsilon(L)$ obtained using the ECT technique, $\varepsilon(L)$ also was recorded by TFCV technique, as the latter gave instantaneous values of $\varepsilon(L)$, while the former results were average values for the period of each set. Therefore, it was necessary to plot one set of results against the other. Figure 7 shows that $\varepsilon(L)$ results obtained using the ECT technique were similar to the holdup measured by a fast closing valves technique. The obtained relation between the two techniques was linear, where 70% of the data fell within ±5% deviation, 86% of the data fell within ±10% deviation, and only 14% of the data were between ±10–20%. Thus, this confirmed that the results obtained from ECT yielded reliable measurements of $\varepsilon(L)$. Even though the TFCV technique was less expensive than the ECT technique, this method was used in this work only for the sake of validation of the results. It is impractical to stop the operation and disturb the flow pattern as well as the holdup in real-operation conditions using the TFCV. Despite the fact that the ECT technique is expensive, it has no effect on the flow inside the pipe so it is used to save operational time and costs [20,59,60].

![Figure 7. Validation of ECT $\varepsilon(L)$ against the TFCV for all condition.](image-url)
4.2. Effect of Gas–Liquid Superficial Velocities on Liquid Holdup and Flow Pattern

The observed flow patterns varied with pipe orientation and flow conditions. The HSCI clearly captured and helped in identifying and distinguishing the generated patterns [4,60–65]. These typical patterns were small bubble, plug, elongated bubble, slug, slug churn, stratified, stratified wavy and annular, as shown in the snapshots presented in Figure 8 for all the tested conditions.
Firstly, the effect of varying the liquid and gas flow rates on $\varepsilon(L)$ was investigated. Figure 9a shows the horizontal case (i.e., pipe inclination angle of 0°) where $\varepsilon(L)$ decreased sharply with the increase of superficial gas velocity, because the gas phase displaced the liquid phase. However, $\varepsilon(L)$ increased slightly with increasing superficial liquid velocity because the liquid phase occupied a small part of the volume of the test section. The small bubble pattern had the highest $\varepsilon(L)$ value, approaching 0.95 (volumetric fraction), this increased as the liquid superficial velocity was increased to reach 0.98 as a result of the mechanism of the small bubble flow pattern. As the superficial gas velocity increased, the small bubbles began to merge and to coalesce into elongated bubbles (Figure 8a at $u_G = 0.43–0.57$ m/s). As these were larger than the small bubbles, the gas phase now occupied a higher proportion of the test section, reducing $\varepsilon(L)$ value of the flow pattern. The range of $\varepsilon(L)$ values
was observed to be from 0.90 to 0.65 at a low superficial liquid velocity (i.e., \( u_{(L)} = 0.136 \text{ m/s} \)). However, at higher \( u_{(L)} \), this range started to decrease from 0.90 to 0.70 for \( u_{(L)} = 0.276 \text{ m/s} \) and from 0.90 to 0.82 for \( u_{(L)} = 0.506 \text{ m/s} \). It is obvious from Figure 9a that the slope of the curve is proportional to the value of \( \varepsilon_{(L)} \) and the gas/liquid superficial velocities, which means that it decreases as \( \varepsilon_{(L)} \) decreases and that it has almost the same value as that of \( \varepsilon_{(L)} \). A further small increase in superficial gas velocity causes a transition from elongated bubbles to liquid slug flow (Figure 8a at \( u_{(G)} = 0.77–1 \text{ m/s} \)).

Figure 9a (i.e., pipe inclination angle of 0°) and Figure 9b (i.e., upward pipe inclination angle of 9°) depict the flow pattern behaviour. Accompanying these flow patterns is the sharp drop in the curve which represents the relationship between the gas and liquid superficial velocities, \( \varepsilon_{(L)} \). The flow pattern becomes steady as the slope approaches zero and has a value between 0.57 (Figure 9a) and 0.54 (Figure 9b). This kind of flow pattern can be counted as critical in both horizontal and upward inclined conditions. The liquid slug flow pattern starts to appear at a \( \varepsilon_{(L)} \) value of 0.58–0.60 at a low superficial liquid velocity in both of these cases (Figure 8a,b) at \( u_{(G)} = 0.77–1 \text{ m/s} \). A further increase of superficial liquid velocity causes \( \varepsilon_{(L)} \) values to increase. The slug starts to disappear when the \( \varepsilon_{(L)} \) value reaches 0.46 in the horizontal case (Figure 8a at \( u_{(G)} = 1–1.50 \text{ m/s} \)). However, in the upward case it disappears at 0.37 (Figure 8b at 1 m/s \( \leq u_{(G)} \geq 2.50 \text{ m/s} \)). Concerning both cases, higher superficial liquid velocity led to a greater increase in \( \varepsilon_{(L)} \) value.

The value of \( \varepsilon_{(L)} \) reduced as the superficial gas velocity increased, and the flow pattern started to change from liquid slug to slug–churn (Figure 8a at 1.50 m/s \( \leq u_{(G)} < 2.50 \text{ m/s} \) and Figure 8b at 2.49 m/s \( < u_{(G)} < 4 \text{ m/s} \)), when the value of \( \varepsilon_{(L)} \) was between 0.43 (Figure 9a) and 0.36 (Figure 9b). A further increase in superficial gas velocity induced the stratified flow pattern in the horizontal case and \( \varepsilon_{(L)} \) became constant at a low superficial liquid velocity (Figure 8a at 2.50 m/s \( \leq u_{(G)} < 4 \text{ m/s} \)). However, it increased as the superficial liquid velocity increased. Regarding the horizontal case (Figure 9a), the annular flow pattern appeared only at the highest superficial gas velocities (Figure 8a at \( u_{(G)} \geq 4 \text{ m/s} \)). The values of \( \varepsilon_{(L)} \) in this case were almost identical to those for the stratified flow pattern and the slope of the curve was almost zero.

A comparison of Figure 9a with Figure 9b shows that the curve of the values of \( \varepsilon_{(L)} \) was approximately similar for the horizontal and upward inclined pipe conditions and that the intermittent flow patterns (small bubble, plug, elongated bubble, and slug) had a major influence on the values of \( \varepsilon_{(L)} \) (i.e., between \( u_{(G)} = 0.30 \text{ m/s} \) to 1.25 m/s and \( u_{(G)} = 0.30 \text{ m/s} \) to 2.70 m/s for horizontal and upward inclined pipe, respectively). When chaotic flow patterns (slug-churn) began to appear at \( u_{(G)} = 1.25 \text{ m/s} \) to \( u_{(G)} = 2.50 \text{ m/s} \) (i.e., for the horizontal case Figure 9a) and \( u_{(G)} = 2.90 \text{ m/s} \) to \( u_{(G)} = 4 \text{ m/s} \) (i.e., for the upward inclined pipe Figure 9b), \( \varepsilon_{(L)} \) became minimally affected by changes in superficial gas velocity and flow patterns. A further increase in the superficial gas velocity yielded an annular flow pattern at \( u_{(G)} = 4 \text{ m/s} \) to \( u_{(G)} = 5 \text{ m/s} \), leading to an almost constant value of holdup.
During the downward inclination condition (Figure 9c), the stratified flow pattern was dominant (Figure 8c). This could be attributed to the dominant effect of the gravity force. The value $\varepsilon(L)$ was approximately constant, with a slope of zero in all cases; similar observations were reported by Xu [66]. Thus, the diamond shaped symbol represents a stratified flow pattern for all the three curves. The $\varepsilon(L)$ value was unaffected by changes in superficial gas velocity, but strongly affected by increasing the superficial liquid velocity. Thus, $\varepsilon(L)$ was found to be proportional to the superficial liquid velocity. Seen at superficial liquid velocities of 0.135 m/s, 0.276 m/s and 0.506 m/s, the corresponding averaged $\varepsilon(L)$ values were 0.25, 0.34 and 0.45, respectively.

Such changes from horizontal ($0^\circ$) to upward ($+9^\circ$) inclination led to the disappearance of the stratified and stratified wavy flow patterns, as shown in Figure 9a,b, also as shown in the HSCI (Figure 8a,b). Occurring at almost the same operating condition, however at a different inclination, it was seen that a stratified wavy pattern appeared in the horizontal condition (Figure 8a at $u_G = 4.03$ m/s and $u_L = 0.510$ m/s), while transition from slug-churn to annular appeared on the upward condition (Figure 8b at $u_G = 3.90$ m/s and $u_L = 0.510$ m/s). Also, at almost the same operating condition, however, at a different inclination, we can see that slug-churn to stratified wavy appeared in the horizontal condition (Figure 8a at $u_G = 2.61$ m/s and $u_L = 0.136$ m/s), while slug flow appeared on the upward condition (Figure 8b at $u_G = 2.49$ m/s and $u_L = 0.136$ m/s). Occurring at all gas–liquid velocity combinations, changing from horizontal ($0^\circ$) to downward ($-9^\circ$) inclination only showed a stratified flow pattern, as shown in Figure 9c, also as shown in the HSCI Figure 8c.

4.3. Predicting the Liquid Holdup

The proposed correlations (i.e., Equations (11) and (12)) which validated against 551 data points obtained from the ECT and the TFCV in this work, and the data that can be extracted from the literature (see Table 1), the predictions are shown in Figure 10a and the residual evaluations are shown in Figure 10b.
Table 1. Data used to validate the proposed correlations.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Apparatus/Inclination</th>
<th>Liquid/Gas Phases</th>
<th>Size</th>
<th>No. of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>Horizontal and 9° Upward</td>
<td>Mineral oil (850 kg/m³)/Air</td>
<td>d_{in} = 3.60 cm</td>
<td>282</td>
</tr>
<tr>
<td>Minami and Brill (1987) [53]</td>
<td>Horizontal</td>
<td>Kerosene (790–805 kg/m³)/Air</td>
<td>d_{in} = 7.793 cm</td>
<td>114</td>
</tr>
<tr>
<td>Abdul–Majeed (1996) [51]</td>
<td>Horizontal</td>
<td>Kerosene (790–805 kg/m³)/Air</td>
<td>d_{in} = 5.08 cm</td>
<td>55</td>
</tr>
<tr>
<td>Abdul–Majeed (2000) [35]</td>
<td>Horizontal</td>
<td>Heavy oil (1000 kg/m³)/Air</td>
<td>d_{in} = 5.10 cm</td>
<td>17</td>
</tr>
<tr>
<td>Baba et al., (2018) [25]</td>
<td>Horizontal</td>
<td>Mineral oil-CYL-680 (918 kg/m³)/Air</td>
<td>d_{in} = 7.62 cm</td>
<td>55</td>
</tr>
<tr>
<td>Gokcal et al., (2008) [52]</td>
<td>Horizontal</td>
<td>Oil (889 kg/m³)/Air</td>
<td>d_{in} = 5.08 cm</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Total No. Of Data Point</td>
<td></td>
<td></td>
<td>551</td>
</tr>
</tbody>
</table>

Regarding Equation (11), approximate $\varepsilon_{(L)}$ between the values of 0.09–0.90, the proposed empirical correlation predicted well the experimental measured values; the majority of the data obtained from ECT and TFCV (i.e., 88%) falls within ±15%. The remaining prediction fell slightly above ±15% and less than ±20%. Also, Equation (11) predicted the data obtained from the literature with acceptable accuracy, as shown in Figure 10. Generally, the predicted values fell within the empirical correlation’s accepted accuracy range. Regarding Equation (12) the $\varepsilon_{(L)}$ approximate was between the values of 0.0082–0.275. Similarly, Equation (12) predicted well the experimental measured values. It is worth noting that both equations could not predict the downward inclination results, this is because gravity influenced the flow pattern as well as $\varepsilon_{(L)}$ more than the gas–liquid superficial velocities, as shown in Figure 9c where almost constant $\varepsilon_{(L)}$ was observed.
Figure 10. Equations (11) and (12): (a) predicted $\varepsilon_{(L)}$ against the experimental values, and (b) residuals of the predicted $\varepsilon_{(L)}$-(y-axis) vs. $\varepsilon_{(L)}$-(x-axis).

The proposed correlation in this work was tested against some correlations reported in the literature, as shown in Figure 11a. It is very clear that the proposed correlation in this work predicted with higher accuracy the experimental values when compared with the other correlation predictions. Also, to further test the performance of Equations (11) and (12) statistically, the residuals, average percentage error (APE), absolute average percentage error (AAPE), and the standard deviation (SD) of the predicted values were obtained. It can be seen in Figure 11b, the residual of the predicted values using the proposed correlations distribute closely around the value of zero, indicating a good agreement between the prediction results and the experimental data, while there were large discrepancies with some of the correlations that were used from the literature, which pronounced itself as scattered points.

The APE, AAPE and SD values were $-1.40$, $9.50$, $11.46$ and $8.90$, $25.90$, $31.20$ for Equations (11) and (12), respectively. The statistical values were very low when compared with statistical values of other existing correlations, as shown in Table 2, indicating good predications. The values of all $\varepsilon_{(L)}$ are averaged values and fluctuated over time, thus, the measured SD values experimentally were in close agreement with the calculated values. This indicates that the deviation of the proposed correlation is within the experimentally measured deviation due to the continuous fluctuation of $\varepsilon_{(L)}$ (at each specific operating condition). The proposed empirical correlations were validated for the following ranges, Equation (11) for $u_{(G)}= 0.105$–20 m/s, $u_{(L)} = 0.0018$–1.829 m/s, $u_{(G)}/u_{(L)} = 0.60$–301.2, and $\rho_{(G)}/\rho_{(L)} = 0.0012$–0.0015, and Equation (12) for $u_{(G)} = 1.56$–16.6 m/s, $u_{(L)} = 0.00186$–0.95 m/s, $u_{(G)}/u_{(L)} = 6.55$–2564, and $\rho_{(G)}/\rho_{(L)} = 0.0012$–0.0015.
Figure 11. (a) the predicted values from Equations (11) and (12) against the correlations available in the literature and (b) Residuals of the predicted $\varepsilon_{(x)}$-(y-axis) vs. $\varepsilon_{(x)}$-(x-axis) using Equations (11) and (12) and the correlations available in the literature.
Table 2. Evaluation of the proposed correlation and the correlations from the literature.

<table>
<thead>
<tr>
<th>Empirical Correlation</th>
<th>APE</th>
<th>AAPE</th>
<th>SD</th>
<th>Criteria</th>
<th>System</th>
<th>Gas/Liquid</th>
<th>Flow Type Covered</th>
<th>Inclination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spedding &amp; Chen (1984)[32,33]</td>
<td>-8.99</td>
<td>29.50</td>
<td>35.70</td>
<td>ε(L) ≤ 0.20</td>
<td>Low liquid holdup</td>
<td>Air/water</td>
<td>Annular, stratified and stratified wavy</td>
<td>Horizontal and vertical</td>
</tr>
<tr>
<td>Hamersma &amp; Hart (1987)-1 [33,34]</td>
<td>-9.24</td>
<td>28.15</td>
<td>34 (38.57)</td>
<td>ε(L) ≤ 0.04</td>
<td>Low liquid holdup</td>
<td>Air/water</td>
<td>Stratified wavy and annular</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Hamersma &amp; Hart (1987)-1 [33,34]</td>
<td>4.15 (67.33)</td>
<td>27.55</td>
<td>40.45 (45.50)</td>
<td>ε(L) ≤ 0.04</td>
<td>Low liquid holdup</td>
<td>Air/water</td>
<td>Stratified wavy and annular</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Hart et al. (1989) [33]</td>
<td>72.7</td>
<td>73.15</td>
<td>49.51 (72.37)</td>
<td>ε(L) ≤ 0.06</td>
<td>Low liquid holdup</td>
<td>Air/water</td>
<td>Stratified wavy and annular</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Abdul-Majeed (2000) [35]</td>
<td>L.E. a</td>
<td>L.E. a</td>
<td>L.E. a</td>
<td>0.2 &lt; ε(L) ≤ 1</td>
<td>High liquid holdup</td>
<td>Air/Heavy oil</td>
<td></td>
<td>Horizontal and Upward</td>
</tr>
<tr>
<td>Gomez et al., (2000) [36,42]</td>
<td>L.E. a</td>
<td>L.E. a</td>
<td>L.E. a</td>
<td>0.4 &lt; ε(L) ≤ 1</td>
<td>High liquid holdup</td>
<td>Air/kerosene, Air/water, Air/oil, Nitrogen/diesel</td>
<td>Slug</td>
<td>Horizontal and Upward (50° and 90°)</td>
</tr>
<tr>
<td>Ishii (1977) [37,38]</td>
<td>-2.78</td>
<td>18.72</td>
<td>32.72</td>
<td>0.4 &lt; ε(L) ≤ 1</td>
<td>High liquid holdup</td>
<td>N/A</td>
<td>Slug-churn</td>
<td>N/A</td>
</tr>
<tr>
<td>Bestion (1990) [38,39]</td>
<td>46.34</td>
<td>49.05</td>
<td>78.93</td>
<td>N/A</td>
<td>Used by research to predict high liquid holdup [38]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Al–Safran et al., (2015) [41,42]</td>
<td>L.E. a</td>
<td>L.E. a</td>
<td>L.E. a</td>
<td>0.6 &lt; ε(L) ≤ 1</td>
<td>High liquid holdup</td>
<td>Air/mineral oil</td>
<td>Slug</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Kora et al., (2011) [40,42]</td>
<td>106.5</td>
<td>106.5</td>
<td>101</td>
<td>0.8 &lt; ε(L) ≤ 1</td>
<td>High liquid holdup</td>
<td>Air/High viscosity oil</td>
<td>Slug</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Our work Equation (11)</td>
<td>-1.40</td>
<td>9.50</td>
<td>11.46</td>
<td>0.1 &lt; ε(L) ≤ 0.986</td>
<td>High liquid holdup</td>
<td>Air/Water Air/Kerosene, Air/Heavy oil Air/Mineral oil Air/oil</td>
<td>Bubble, Elongated Bubble, slug and slug-churn</td>
<td>Horizontal and Upward (9°)</td>
</tr>
<tr>
<td>Our work Equation (12)</td>
<td>8.9</td>
<td>25.90</td>
<td>31.20</td>
<td></td>
<td>0.275 &lt; ε(L) ≤ 0.0082</td>
<td>Low liquid holdup</td>
<td>Air/Water Air/Kerosene, Air/Heavy oil Air/Mineral oil Air/oil</td>
<td>Annular, stratified and stratified wavy</td>
</tr>
</tbody>
</table>

L.E.: Large Error, *also large error for this correlation observed here [25,67,68], () using low liquid holdup.
Considering the above results for gas–liquid multiphase flow, the viscous forces had little influence, since the difference in viscosity between the liquid used and the gas was very high. However, what should be considered is the inertial forces, since it was the dominant force on gas–liquid multiphase flow [43]. This was evident on the correlations which had viscosity factor as a variable, such the following correlations (see Table 2, [33,35,36,40–42]). All correlations which used viscosity as a variable gave less accurate predictions. To contrast, correlations such as the one proposed here and developed by Spedding and Chen (1984), by Hamersma and Hart (1987), Bestion (1990) and Ishii (1977) had no viscosity as a variable and these correlation predictions of the experimental $\varepsilon(L)$ were characterized by low uncertainty [32–34,37–39]. Regarding the pipe inclination, the correlation in this work was developed using the data obtained from horizontal and upward ($9^\circ$) pipe inclinations. Therefore, it had an integral ability to predicts $\varepsilon(L)$ within these values. Some of the correlations such as the Abdul–Majeed (2000) correlation [35] (i.e., developed for slug flow) had a factor for the inclination angle, however, such a factor overestimated/underestimated the prediction of the actual $\varepsilon(L)$, as shown in this study (Figure 11) and by Baba et al., (2018) [25].

Additionally, regarding the transition region, Figure 5 showed that Equation (11) could predict well high $\varepsilon(L)$ and as low as 0.13 while, on the other hand, Equation (12) predicted well very low $\varepsilon(L)$ systems and as high as 0.26. Viewing Figure 5, it can be seen that there are two distinct lines. The line which is characterised by the presence of high to mid $\varepsilon(L)$ values (which represent a typical multiphase system where the liquid occupied most of the volume), and a line at which the overall $\varepsilon(L)$ dropped to a very low value and the system did not represent a multiphase flow system because the values were nearly zero (the system’s volume was occupied mostly by gas). The clear overlap between the two lines (i.e., red line), represents the transition between a high liquid volume fraction system to a more chaotic and very low liquid volume fraction system (i.e., very high gas volume fraction). The $\varepsilon(L)$ in this region was in the range between the value of 0.13–0.35. It is believed that in many situations where chaotic conditions occur there is a buffer region for transitioning between one model to another, and the fluid mechanics field is full of such phenomena. It is hypothesized that this transition occurs in the transition region of different flow patterns. This analysis is proven by the observed trends where there is a transition between the low $\varepsilon(L)$ associated with certain flow patterns and high $\varepsilon(L)$ associated with other flow patterns.

After further analysis, it is believed that this transition region is characterized by high $\varepsilon(L)$ fluctuations and a high power spectrum density (PSD) of the $\varepsilon(L)$ fluctuation. The uncertainty of predicting the experimental results is very high, especially if it has a very low $\varepsilon(L)$ value. Therefore, there is no correlation that can give an accurate prediction of $\varepsilon(L)$ in this transition region. The reason can be attributed to the fact that, in this region, $\varepsilon(L)$ fluctuation is very high due to movement from high (i.e., bubble, elongated bubble and slug) and medium (slug and slug-churn) $\varepsilon(L)$ to very low $\varepsilon(L)$ (stratified, annular and system) that is more dominated by high gas phase, see ([51,53]). Seen in our system, the transition happened just before the region identified in Figure 5 above, because it is system-dependent and it had a relatively high $\varepsilon(L)$ (i.e., 0.35) at $u_G = 1.49$ m/s for the horizontal case. However, regarding other works, the transition happened at a relatively lower $\varepsilon(L)$ that also was characterized by high fluctuation, thus the uncertainty in that region was high still. As soon as the annular flow was reached, the fluctuation dropped and it pronounced itself as low PSD, as shown in Figure 12. This transition region also can be further investigated in future work.
Figure 12. The max amplitude of PSD as a function of the superficial gas velocity.

5. Conclusions

Examination of two-phase gas/liquid flow was performed at three pipe inclinations in an experimental flow rig, using an eight-electrode capacitance sensor, an HSCI and TFCV to measure $\varepsilon(L)$. Various flow patterns were induced by controlling gas and liquid flow rates. Superficial liquid velocity was kept constant at certain values while the superficial gas velocity was varied. The instantaneous ECT readings for various flow patterns were observed and were in agreement with high-speed camera observations. During the horizontal and upward inclined pipe conditions, intermittent flow patterns had a major influence on the value of $\varepsilon(L)$ then, when chaotic (slug-churn) flow patterns began to appear, $\varepsilon(L)$ became minimally affected by changes in superficial gas velocity and in flow patterns. Further increases in superficial gas velocity induced the annular flow pattern and holdup values became almost constant. During the downward pipe condition, stratified flow was the dominant pattern observed and $\varepsilon(L)$ remained almost constant when superficial gas velocity was varied. However, superficial liquid velocity had a positive influence on $\varepsilon(L)$ values.

Regardless of the inclination condition, the intermittent flow patterns were found to have the strongest influence on $\varepsilon(L)$. To contrast, the stratified and annular flow patterns had minimal effects on the value of $\varepsilon(L)$. Average $\varepsilon(L)$ measured by the ECT sensor was found to match the instantaneous values obtained by the fast-closing valve method, confirming the validity of using ECT sensors for gas/oil $\varepsilon(L)$ measurements. The utilization of the ECT technique proved to be beneficial when investigating the effect of varying the flow rate of the gas and the liquid and its corresponding flow patterns. The obtained tomography images aided in understanding (a) different flow pattern internal behavior and (b) the interfaces between the gas and liquid phases as a function of superficial velocities and $\varepsilon(L)$.

An empirical correlation to predict the average $\varepsilon(L)$ was developed. The correlation was derived based on dimensionless quantities, namely, the ratio of the gas-to-liquid superficial velocities and gas-to-liquid density ratio. The predictions of the proposed empirical correlation were with accepted accuracy, where 88% of the predicted data were within ±5–15%, and 98% of the data were within ±5–20% of the actual $\varepsilon(L)$ that was measured using two independent measuring techniques (i.e., ECT and TFCV). The correlations were validated against the reported experimental results and the existing correlations in the literature and showed higher prediction accuracy and fewer uncertainties.
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**Nomenclature**

**Symbols**
- $d_{in}$ internal pipe diameter (mm)
- $u_{(G)}$ gas superficial velocity (m/s)
- $u_{(L)}$ liquid superficial velocity (m/s)
- $E$ permittivity (-)
- $n$ number of data points (-)

**Greek letter**
- $\rho_{(G)}$ gas density (m$^3$/s)
- $\rho_{(L)}$ liquid density (m$^3$/s)
- $\varepsilon_{(L)}$ liquid holdup (-)
- $\mu_{(L)}$ liquid viscosity (Pa s)
- $\mu_{(G)}$ gas viscosity (Pa s)

**Abbreviations**
- HSCI high speed camera images
- ECT electrical capacitance tomography
- ERT electrical resistance tomography
- EIT electrical inductance tomography
- LBP linear back projection
- $PE$ percentage error
- $APE$ average percentage error
- $AAPE$ absolute average percentage error
- $SD$ standard deviation
- TFCV two fast closing valves

**Subscripts**
- $L$ liquid
- $G$ Gas

**Appendix A**

\[ PE = \frac{\varepsilon_{(predicted)} - \varepsilon_{(measured)}}{\varepsilon_{(measured)}} \times 100 \]

\[ APE = \frac{\sum_{i=1}^{n} PE_i}{n} \]

\[ APE = \frac{\sum_{i=1}^{n} |PE_i|}{n} \]

\[ SD = \left[ n \sum_{i=1}^{n} (PE_i)^2 - (\sum_{i=1}^{n} PE_i)^2 \right]^{0.5} \]
Table A1. Examples of experimental operating conditions and $\varepsilon_L$ from ECT and two fast closing valve (TFCV) measurements.

<table>
<thead>
<tr>
<th>No. Data Point</th>
<th>$u_G$ (m/s)</th>
<th>$u_L$ (m/s)</th>
<th>ECT $\varepsilon_L$</th>
<th>TFCV $\varepsilon_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.295</td>
<td>0.136</td>
<td>0.972</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.303</td>
<td>0.136</td>
<td>0.953</td>
<td>0.941</td>
</tr>
<tr>
<td>3</td>
<td>0.368</td>
<td>0.136</td>
<td>0.769</td>
<td>0.788</td>
</tr>
<tr>
<td>4</td>
<td>0.401</td>
<td>0.136</td>
<td>0.717</td>
<td>0.732</td>
</tr>
<tr>
<td>5</td>
<td>0.434</td>
<td>0.135</td>
<td>0.695</td>
<td>0.677</td>
</tr>
<tr>
<td>6</td>
<td>0.491</td>
<td>0.136</td>
<td>0.658</td>
<td>0.656</td>
</tr>
<tr>
<td>7</td>
<td>0.573</td>
<td>0.136</td>
<td>0.578</td>
<td>0.580</td>
</tr>
<tr>
<td>8</td>
<td>0.770</td>
<td>0.136</td>
<td>0.521</td>
<td>0.542</td>
</tr>
<tr>
<td>9</td>
<td>0.983</td>
<td>0.136</td>
<td>0.479</td>
<td>0.532</td>
</tr>
<tr>
<td>10</td>
<td>1.244</td>
<td>0.136</td>
<td>0.461</td>
<td>0.503</td>
</tr>
<tr>
<td>11</td>
<td>1.491</td>
<td>0.136</td>
<td>0.438</td>
<td>0.428</td>
</tr>
<tr>
<td>12</td>
<td>1.686</td>
<td>0.136</td>
<td>0.411</td>
<td>0.391</td>
</tr>
<tr>
<td>13</td>
<td>2.030</td>
<td>0.136</td>
<td>0.401</td>
<td>0.371</td>
</tr>
<tr>
<td>14</td>
<td>2.210</td>
<td>0.136</td>
<td>0.382</td>
<td>0.366</td>
</tr>
<tr>
<td>15</td>
<td>2.605</td>
<td>0.136</td>
<td>0.370</td>
<td>0.397</td>
</tr>
<tr>
<td>16</td>
<td>2.702</td>
<td>0.136</td>
<td>0.364</td>
<td>0.373</td>
</tr>
<tr>
<td>17</td>
<td>3.062</td>
<td>0.136</td>
<td>0.350</td>
<td>0.358</td>
</tr>
<tr>
<td>18</td>
<td>3.258</td>
<td>0.136</td>
<td>0.344</td>
<td>0.313</td>
</tr>
<tr>
<td>19</td>
<td>3.488</td>
<td>0.136</td>
<td>0.342</td>
<td>0.314</td>
</tr>
<tr>
<td>20</td>
<td>3.733</td>
<td>0.136</td>
<td>0.332</td>
<td>0.363</td>
</tr>
<tr>
<td>21</td>
<td>3.981</td>
<td>0.137</td>
<td>0.321</td>
<td>0.298</td>
</tr>
<tr>
<td>22</td>
<td>4.241</td>
<td>0.136</td>
<td>0.318</td>
<td>0.311</td>
</tr>
<tr>
<td>23</td>
<td>4.472</td>
<td>0.137</td>
<td>0.311</td>
<td>0.315</td>
</tr>
<tr>
<td>24</td>
<td>4.781</td>
<td>0.136</td>
<td>0.299</td>
<td>0.279</td>
</tr>
<tr>
<td>25</td>
<td>5.027</td>
<td>0.136</td>
<td>0.298</td>
<td>0.304</td>
</tr>
<tr>
<td>Upward 9°</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>0.410</td>
<td>0.135</td>
<td>0.857</td>
<td>0.843</td>
</tr>
<tr>
<td>77</td>
<td>0.557</td>
<td>0.136</td>
<td>0.678</td>
<td>0.690</td>
</tr>
<tr>
<td>78</td>
<td>0.655</td>
<td>0.136</td>
<td>0.595</td>
<td>0.605</td>
</tr>
<tr>
<td>79</td>
<td>0.770</td>
<td>0.131</td>
<td>0.568</td>
<td>0.570</td>
</tr>
<tr>
<td>80</td>
<td>0.884</td>
<td>0.136</td>
<td>0.539</td>
<td>0.530</td>
</tr>
<tr>
<td>81</td>
<td>1.065</td>
<td>0.133</td>
<td>0.475</td>
<td>0.492</td>
</tr>
<tr>
<td>82</td>
<td>1.228</td>
<td>0.136</td>
<td>0.452</td>
<td>0.453</td>
</tr>
<tr>
<td>83</td>
<td>1.424</td>
<td>0.136</td>
<td>0.424</td>
<td>0.445</td>
</tr>
<tr>
<td>84</td>
<td>1.573</td>
<td>0.138</td>
<td>0.431</td>
<td>0.442</td>
</tr>
<tr>
<td>85</td>
<td>1.768</td>
<td>0.136</td>
<td>0.401</td>
<td>0.407</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>86</td>
<td>1.965</td>
<td>0.136</td>
<td>0.405</td>
<td>0.430</td>
</tr>
<tr>
<td>87</td>
<td>2.129</td>
<td>0.136</td>
<td>0.384</td>
<td>0.383</td>
</tr>
<tr>
<td>88</td>
<td>2.292</td>
<td>0.136</td>
<td>0.372</td>
<td>0.370</td>
</tr>
<tr>
<td>89</td>
<td>2.490</td>
<td>0.134</td>
<td>0.374</td>
<td>0.362</td>
</tr>
<tr>
<td>90</td>
<td>2.669</td>
<td>0.136</td>
<td>0.364</td>
<td>0.383</td>
</tr>
<tr>
<td>91</td>
<td>2.865</td>
<td>0.136</td>
<td>0.357</td>
<td>0.349</td>
</tr>
<tr>
<td>92</td>
<td>3.193</td>
<td>0.136</td>
<td>0.343</td>
<td>0.328</td>
</tr>
<tr>
<td>93</td>
<td>3.684</td>
<td>0.136</td>
<td>0.324</td>
<td>0.316</td>
</tr>
<tr>
<td>94</td>
<td>4.030</td>
<td>0.138</td>
<td>0.313</td>
<td>0.307</td>
</tr>
<tr>
<td>95</td>
<td>4.472</td>
<td>0.134</td>
<td>0.310</td>
<td>0.272</td>
</tr>
<tr>
<td>96</td>
<td>4.994</td>
<td>0.136</td>
<td>0.310</td>
<td>0.299</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>145</td>
<td>0.344</td>
<td>0.136</td>
<td>0.259</td>
<td>0.298</td>
</tr>
<tr>
<td>146</td>
<td>0.410</td>
<td>0.133</td>
<td>0.255</td>
<td>0.297</td>
</tr>
<tr>
<td>147</td>
<td>0.573</td>
<td>0.134</td>
<td>0.254</td>
<td>0.302</td>
</tr>
<tr>
<td>148</td>
<td>0.704</td>
<td>0.134</td>
<td>0.252</td>
<td>0.302</td>
</tr>
<tr>
<td>149</td>
<td>0.983</td>
<td>0.134</td>
<td>0.253</td>
<td>0.302</td>
</tr>
<tr>
<td>150</td>
<td>1.458</td>
<td>0.134</td>
<td>0.251</td>
<td>0.302</td>
</tr>
<tr>
<td>151</td>
<td>2.030</td>
<td>0.136</td>
<td>0.251</td>
<td>0.299</td>
</tr>
<tr>
<td>152</td>
<td>2.506</td>
<td>0.134</td>
<td>0.249</td>
<td>0.305</td>
</tr>
<tr>
<td>153</td>
<td>2.965</td>
<td>0.134</td>
<td>0.250</td>
<td>0.295</td>
</tr>
<tr>
<td>154</td>
<td>3.569</td>
<td>0.136</td>
<td>0.247</td>
<td>0.286</td>
</tr>
<tr>
<td>155</td>
<td>4.145</td>
<td>0.134</td>
<td>0.246</td>
<td>0.288</td>
</tr>
<tr>
<td>156</td>
<td>4.505</td>
<td>0.133</td>
<td>0.243</td>
<td>0.285</td>
</tr>
<tr>
<td>157</td>
<td>4.912</td>
<td>0.136</td>
<td>0.246</td>
<td>0.283</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Downward 9°</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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