Article

# On a Singular Non local Fractional System Describing a Generalized Timoshenko System with Two Frictional Damping Terms 

Said Mesloub * and Reem K. Alhefthi (D)<br>Mathematics Department, College of Science, King Saud University, P.O. Box 2455, Riyadh 11451, Saudi Arabia; raseeri@ksu.edu.sa<br>* Correspondence: mesloub@ksu.edu.sa


#### Abstract

This paper concerns a nonhomogeneous singular fractional order system, with two frictional damping terms. This system can be considered as a generalization of the so-called Timoshenko system. Results on the existence, uniqueness, and continuous dependence on the solution were obtained via an energy approach, which mainly relies on a priori bounds and density arguments. The approach relies on functional analysis tools and operator theory. Very few results concerning the well-posedness of fractional order Timoshenko systems can be found in the literature. Our results generalize and improve the previous ones and significantly boost the development of the used method.
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## 1. Introduction

The field of structural mechanics has witnessed significant advancements over the past century, with researchers and engineers continually striving to develop more accurate and efficient models for analyzing the behavior of elastic structures. One such advancement is the so-called Timoshenko system [1]

$$
\begin{cases}\rho_{1} Y_{t t}-\kappa\left(Y_{x}-P\right)_{x}=0, & (x, t) \in(0, L) \times(0, \infty)  \tag{1}\\ \rho_{2} P_{t t}=\kappa^{*} P_{x x}+\kappa\left(Y_{x}-P\right) & (x, t) \in(0, L) \times(0, \infty) \\ \left.\left(Y_{x}-P\right)\right|_{x=L} ^{x=L}=0, & \left.P_{x}\right|_{x=L} ^{x=L}=0\end{cases}
$$

describing the transverse vibration of a beam of length $L$ in its equilibrium position, with a transverse displacement $Y$ and a rotation angle $P$. This system offers a comprehensive description of the dynamic behavior of elastic structures, including beams, plates, and shells. The Timoshenko system has found broad applications in various engineering disciplines, such as civil, mechanical, and aerospace engineering, due to its ability to more accurately represent the physical behavior of elastic structures compared to classical models like the Euler-Bernoulli beam Equation (see [2-7]).

The motivation for studying the capacity of Timoshenko systems is to incorporate both the translational and rotational motion of elastic structures, providing a more detailed understanding of their dynamic response, stability, and vibration characteristics. As modern engineering applications demand the use of lightweight materials and efficient designs, there is a growing need for advanced mathematical tools to analyze the performance of elastic structures under a wide range of loading conditions and environments.

While significant progress has been made in understanding the existence, uniqueness, stability (decay, blow up) and controllability of solutions for Timoshenko systems [8-18], several research gaps remain that warrant further investigation. Some of these gaps include:

- Nonlinearities: The majority of previous studies have focused on linear Timoshenko systems, while real-world applications often involve nonlinear damping, source terms, or material properties. Investigating the behavior of Timoshenko systems in the presence of various types of nonlinearities is crucial for better understanding the structural response under complex loading conditions.
- Coupled problems: The interaction between different physical phenomena, such as thermal effects, fluid-structure interactions, or piezoelectric coupling, has not been extensively studied in the context of Timoshenko systems. Developing mathematical models that account for these coupled effects is essential for accurately predicting the behavior of advanced materials and structures.
- Time-dependent coefficients and boundary conditions: Most existing research assumes time-invariant coefficients and boundary conditions, which may not accurately represent real-world scenarios where material properties or constraints change over time. Exploring the existence and uniqueness of solutions for Timoshenko systems with time-dependent coefficients and boundary conditions is an important area for future research.
- Numerical methods and computational efficiency: While various numerical methods have been proposed for solving Timoshenko systems, there is still room for improvement in terms of computational efficiency and accuracy, particularly for large-scale problems and high-performance computing applications. We can also mention some related works on fractional-order dynamical models such as [19-21]. To the best of our knowledge, the investigation of the fractional system problem (2)-(4) has never been explored in the literature. Most of papers in the literature dealing with Timoshenko systems are related to classical Timoshenko systems with classical boundary conditions. Our system is a generalization of the classical Timoshenko system of type (1), where our considered system is singular and the associated boundary conditions are nonlocal.The obtained results on the well-posedness of the proposed fractional problem in this present article can be viewed and considered as a contribution to the development of the energy inequality method, which is mainly used to prove the well-posedness of mixed problems with integral boundary conditions.
Motivated by the above results on Timoshenko systems, we consider a nonlocal problem for a non-homogeneous fractional Timoshenko system with a frictional damping in both equations. The system is associated with initial conditions and Neumann and integral conditions of the form $\int_{0}^{l} \mu(x) u(x, t) d x=f(t)$, where $\mu(x)$ and $f(t)$ are given functions. This integral condition may represent a mean, a total flux, and a total energy. It can appear in several fields of engineering, such as different vibration problems, heat diffusion, thermoelasticity, and plasma physics. The reader can refer to [22-36]. The presence of the integral condition creates great difficulties while performing different integrations and calculations, particularly for the fractional cases as in our problem. For fractional boundary initial value problems with nonlocal conditions, the reader can refer to [37-44].


## 2. The Problem Setting and Functional Spaces Frame

Let us consider a non-homogeneous singular fractional beam model (generalized Timoshenko system) with two frictional damping terms, in the domain $Q=I \times[0, T]$ with $I=[0, L]$.

$$
\left\{\begin{array}{c}
\mathcal{L}_{1}(Y, P)=\rho_{1} \partial_{t}^{\alpha+1} Y-\kappa_{1} \frac{1}{x}\left(x Y_{x}\right)_{x}-\kappa_{1} P_{x}+Y_{t}=F(x, t)  \tag{2}\\
\mathcal{L}_{2}(Y, P)=\rho_{2} \partial_{t}^{\alpha+1} P-\kappa_{2} \frac{1}{x}\left(x P_{x}\right)_{x}+\kappa_{1}\left(Y_{x}+P\right)+P_{t}=G(x, t),
\end{array}\right.
$$

The fractional operator $\partial_{t}^{\alpha+1}$ of order $\alpha+1$, with $0<\alpha<1$, is taken in the Caputo sense defined by (13).

With (2), we associate the following initial conditions

$$
\left\{\begin{array}{c}
l_{1} Y=Y(x, 0)=\varphi(x), l_{2} Y=Y_{t}(x, 0)=\psi(x),  \tag{3}\\
l_{1} P=P(x, 0)=f(x), l_{2} P=P_{t}(x, 0)=g(x),
\end{array}\right.
$$

and the boundary classical and integral conditions

$$
\begin{equation*}
\int_{0}^{L} x Y d x=0, Y_{x}(L, t)=0, \int_{0}^{L} x P d x=0, P_{x}(L, t)=0 \tag{4}
\end{equation*}
$$

The constants $\rho_{1}, \rho_{2}, \kappa_{1}$, and $\kappa_{2}$ are positive, and $f, g, \varphi, \psi, F$, and $G$ are given functions which will be specified later on.

We suppose that the input data satisfy the compatibility conditions

$$
\begin{equation*}
\int_{0}^{L} x \varphi d x=0, \varphi_{x}(L, t)=0, \int_{0}^{L} x \psi d x=0, \psi_{x}(L, t)=0 . \tag{5}
\end{equation*}
$$

Our main goal is to investigate the well-posedness of the problem (2)-(4) by using the energy method inspired from functional analysis (tools based on operator theory).

Let us first introduce the functional space frame of the problem. Let $L_{\rho}^{2}(Q)$ be the weighted Hilbert space of square integrable functions on the domain $Q^{T}=(0, L) \times(0, T)$, $T<\infty$, with inner product

$$
\begin{equation*}
(u, v)_{L_{\rho}^{2}\left(Q^{T}\right)}=\int_{Q^{T}} x u v d x d t . \tag{6}
\end{equation*}
$$

Let $B_{2}^{1}(0, L)$ [31] be the Hilbert space of square summable primitive functions, which can be considered as a completion of space $C_{0}(0, L)$ for the scalar product

$$
(u, v)_{B_{2}^{1}(0, L)}=\int_{0}^{L} \Im_{x} u \cdot \Im_{x} v d x
$$

where $\Im_{x} u=\int_{0}^{x} u(\zeta) d \zeta, \forall x \in(0, L)$. The associated norm is $\|u\|_{B_{2}^{1}(0, L)}^{2}=\sqrt{(u, u)_{B_{2}^{1}(0, L)}}=$ $\int_{0}^{L}\left(\Im_{x} u\right)^{2} d x$. We denote by $C\left(I ; L^{2}(0, L)\right)$ with $I=(0, T)$ the space of continuous functions $\theta(., t): I \rightarrow L^{2}(0, L)$ with norm

$$
\begin{equation*}
\|\theta\|_{C\left(I ; L^{2}(0, L)\right)}^{2}=\sup _{0 \leq t \leq T}\|\theta(., t)\|_{L^{2}(0, L)}^{2}<\infty, \tag{7}
\end{equation*}
$$

and let $C\left(\bar{I} ; B_{2}^{1}(0, L)\right)$ be the set of functions $\theta(., t): \bar{I} \rightarrow B_{2}^{1}(0, L)$ with norm

$$
\begin{equation*}
\|\theta\|_{C\left(\bar{I} ; B_{2}^{1}(0, L)\right)}^{2}=\sup _{0 \leq t \leq T}\left\|\Im_{x} \theta(., t)\right\|_{L^{2}(0, L)}^{2}=\sup _{0 \leq t \leq T}\|\theta(., t)\|_{B_{2}^{1}(0, L)}^{2}<\infty . \tag{8}
\end{equation*}
$$

We also introduce the weighted Hilbert space $L^{2}\left(I ; H_{\rho}^{1}(0, L)\right)$ with $I=(0, T)$ as the space of summable functions $u(., t): I \rightarrow H_{\rho}^{1}(0, L)$ with the norm

$$
\begin{equation*}
\|u\|_{L^{2}\left(I ; H_{\rho}^{1}(0, L)\right)}^{2}=\|u\|_{L^{2}\left(I ; L_{\rho}^{2}(0, L)\right.}^{2}+\left\|u_{x}\right\|_{L^{2}\left(I ; L_{\rho}^{2}(0, L)\right.}^{2} \tag{9}
\end{equation*}
$$

The problem (2)-(4) can be written in the operator form: $\Sigma \mathcal{F}=H$ with $\mathcal{F}=(Y, P)$, $\Sigma \mathcal{F}=\left(\mathcal{F}_{1}(Y, P), \mathcal{F}_{2}(Y, P)\right)$, and $H=\left(H_{1}, H_{2}\right)$, where

$$
\left\{\begin{array}{c}
\mathcal{F}_{1}(Y, P)=\left\{\mathcal{L}_{1}(Y, P), l_{1} Y, l_{2} Y\right\}  \tag{10}\\
\mathcal{F}_{2}(Y, P)=\left\{\mathcal{L}_{2}(Y, P), l_{1} P, l_{2} P\right\} \\
\left.H_{1}=\{F, \simeq, \psi)\right\}, H_{2}=\{G, f, g\} .
\end{array}\right.
$$

We denote by $D(\Sigma)$ the domain of the operator $\Sigma$, consisting of elements $(Y, P) \in$ $\left(L^{2}\left(\bar{I} ; L^{2}(0, L)\right)\right)^{2}$ such that $Y_{x}, P_{x}, Y_{t}, P_{t}, Y_{t t}, P_{t t}, Y_{x x}, P_{x x}, \partial_{t}^{\alpha+1} Y, \partial_{t}^{\alpha+1} P$ belong to $L^{2}\left(\bar{I} ; L^{2}(0, L)\right)$, verifying the initial and boundary conditions (3) and (4). The operator $\Sigma: B \rightarrow E$, where $B$ is the Banach space with respect to the norm

$$
\begin{align*}
\|\mathcal{F}\|_{B}^{2}= & \|Y\|_{L^{2}\left(0, T, H_{\rho}^{1}(0, L)\right)}^{2}+\|P\|_{L^{2}\left(0, T, T H_{\rho}^{1}(0, L)\right)}^{2}+\|Y\|_{C\left(0, T, L_{\rho}^{2}(0, L)\right)}^{2} \\
& +\|P\|_{C\left(0, T, L_{\rho}^{2}(0, L)\right)}^{2} \tag{11}
\end{align*}
$$

and $E=\left\{L^{2}\left(Q^{T}\right) \times L_{\rho}^{2}\left(Q^{T}\right) \times L^{2}(0, L)\right\} \times\left\{L^{2}\left(Q^{T}\right) \times L_{\rho}^{2}\left(Q^{T}\right) \times L^{2}(0, L)\right\}$ is the Hilbert space consisting of vector-valued functions $H=(\{F, \simeq, \psi)\},\{G, f, g\})$ for which the norm

$$
\begin{align*}
\|H\|_{E}^{2}= & \|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}+\|F\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2} \\
& +\|\psi\|_{L^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2} . \tag{12}
\end{align*}
$$

is finite.

## 3. Preliminaries

This section is devoted to exhibiting some tools (definitions, lemmas) needed for our proofs.

Definition 1 ([45]). The time fractional derivative of order $v$ in the Caputo sense with $1<v<2$ for a function $h$ is defined by

$$
\begin{equation*}
\partial_{t}^{v} h(x, t)=\frac{1}{\Gamma(2-v)} \int_{0}^{t} \frac{h_{\tau \tau}(x, \tau)}{(t-\tau)^{v-1}} d \tau \tag{13}
\end{equation*}
$$

and for $v \in(0,1)$ the fractional derivative reads

$$
\begin{equation*}
\partial_{t}^{v} h(x, t)=\frac{1}{\Gamma(1-v)} \int_{0}^{t} \frac{h_{\tau}(x, \tau)}{(t-\tau)^{v}} d \tau \tag{14}
\end{equation*}
$$

where $\Gamma(v)=\int_{0}^{\infty} t^{v-1} e^{-t} d t$ is the Gamma function.
Definition 2 ([45]). The fractional Riemann-Liouville integral of order $0<v<1$ is given by

$$
\begin{equation*}
D_{t}^{-v} h(x, t)=\frac{1}{\Gamma(v)} \int_{0}^{t} \frac{h(x, \tau)}{(t-\tau)^{1-v}} d \tau \tag{15}
\end{equation*}
$$

Lemma 1 ([46]). Let $H(s) \geq 0$ be a function absolutely continuous on $[0, T]$, and assume that for $\forall s \in[0, T]$, H verifies

$$
\begin{equation*}
\frac{d H}{d s} \leq m_{1}(s) H(s)+m_{2}(s) \tag{16}
\end{equation*}
$$

where the functions $m_{1}(s)$ and $m_{2}(s)$ are summable and non-negative on $[0, T]$. Then

$$
\begin{equation*}
H(s) \leq \exp \left\{\int_{0}^{s} m_{1}(t) d t\right\}\left(m_{1}(0)+\int_{0}^{s} m_{2}(t) d t\right) \tag{17}
\end{equation*}
$$

Lemma 2 ([39]). Let a non-negative absolutely continuous function $f(t)$ satisfy the inequality

$$
\begin{equation*}
\partial_{t}^{\beta} f(t) \leq b_{1} f(t)+b_{2}(t), \quad 0<\beta<1 \tag{18}
\end{equation*}
$$

for all $t \in[0, T]$, where $b_{1}>0$ and $b_{2}(t)$ is an integrable non-negative function on $[0, T]$, then

$$
\begin{equation*}
f(t) \leq f(0) E_{\beta}\left(b_{1} t^{\beta}\right)+\Gamma(\beta) E_{\beta, \beta}\left(b_{1} t^{\beta}\right) D_{t}^{-\beta} b_{2}(t) \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\beta}(x)=\sum_{n=0}^{\infty} \frac{x^{n}}{\Gamma(\beta n+1)} \text { and } E_{\beta, \mu}(x)=\sum_{n=0}^{\infty} \frac{x^{n}}{\Gamma(\beta n+\mu)}, \tag{20}
\end{equation*}
$$

are the Mittag-Leffler functions.
We also need the following elementary inequality. For a function $f \in L^{2}(\Omega)$, we have

$$
\begin{equation*}
D_{t}^{-\alpha-1}\|f\|_{L^{2}(\Omega)}^{2} \leq \frac{t^{\alpha}}{\Gamma(\alpha+1)} \int_{0}^{t}\|f\|_{L^{2}(\Omega)}^{2} d \tau, 0<\alpha<1 . \tag{21}
\end{equation*}
$$

Lemma 3 ([39]). For any absolutely continuous function $v(t)$ on $[0, T]$, the following inequality holds

$$
\begin{equation*}
v(t) \partial_{t}^{\alpha} v(t) \geq \frac{1}{2} \partial_{t}^{\alpha} v^{2}(t), \quad 0<\alpha<1 . \tag{22}
\end{equation*}
$$

## 4. The a Priori Bound (Uniqueness of Solution)

In this section, we establish a priori bound for the solution from which we deduce the uniqueness and the continuous dependence of solution of problem (2)-(4) on the input data.

Theorem 1. For any element $\mathcal{F}=(Y, P) \in D(\Sigma)$, the following a priori bound holds

$$
\begin{align*}
& \|\mathcal{F}\|_{B}^{2}=\|Y\|_{L^{2}\left(0, T, H_{\rho}^{1}(0, L)\right)}^{2}+\|P\|_{L^{2}\left(0, T, H_{\rho}^{1}(0, L)\right)}^{2}+\|Y\|_{C\left(0, T, L_{\rho}^{2}(0, L)\right)}^{2}+\|P\|_{C\left(0, T, L_{\rho}^{2}(0, L)\right)}^{2} \\
\leq \quad & \mathcal{C}^{*}\|\Sigma \mathcal{F}\|_{E}^{2}=\mathcal{C}^{*}\left(\|\psi\|_{L^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}\right.  \tag{23}\\
& \left.+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}+\|F\|_{L^{2}\left(0, T, L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0,, T, L^{2}(0, L)\right)}^{2}\right)
\end{align*}
$$

where $\mathcal{C}^{*}$ is a positive constant given by

$$
\begin{equation*}
\mathcal{C}^{*}=\mathcal{V} \max \left\{1, \frac{T^{\alpha+1}}{(\alpha+1) \Gamma(\alpha+1)}\right\} \tag{24}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{V}=\Gamma(\alpha) E_{\alpha, \alpha}\left(\lambda T^{\alpha}\right)\left(\max \left\{1, \frac{T^{\alpha}}{\alpha \Gamma(\alpha)}\right\}\right), \text { and } \lambda=Q^{* *}\left(Q^{* *} e^{Q^{* *} T}+1\right) \tag{25}
\end{equation*}
$$

The constant $Q^{* *}$ is given by (62).

Proof. Define the integro-differential operators $\mathcal{O}_{1} Y=-x \mathcal{I}_{x}^{2}\left(\xi Y_{t}\right), \mathcal{O}_{2} P=-x \mathcal{I}_{x}^{2}\left(\xi P_{t}\right)$, where

$$
\begin{equation*}
\mathcal{I}_{x}^{2}(\xi N)=\int_{0}^{x} \int_{0}^{\xi} \eta N(\eta, t) d \eta d \xi, \tag{26}
\end{equation*}
$$

and consider the identity

$$
\begin{align*}
& \left(\rho_{1} \partial_{t}^{\alpha+1} Y, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}-\kappa_{1}\left(\frac{1}{x}\left(x Y_{x}\right)_{x}, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}-\kappa_{1}\left(P_{x}, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)} \\
& +\left(Y_{t}, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}+\left(\rho_{2} \partial_{t}^{\alpha+1} P, \mathcal{O}_{2} P\right)_{L^{2}(0, L)} \\
& -\kappa_{2}\left(\frac{1}{x}\left(x P_{x}\right)_{x^{\prime}} \mathcal{O}_{2} P\right)_{L^{2}(0, L)}+\kappa_{1}\left(\left(Y_{x}+P\right), \mathcal{O}_{2} P\right)_{L^{2}(0, L)}  \tag{27}\\
+ & \left(P_{t}, \mathcal{O}_{2} P\right)_{L^{2}(0, L)} \\
= & \left(F(x, t), \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}+\left(G(x, t), \mathcal{O}_{2} P\right)_{L^{2}(0, L)} .
\end{align*}
$$

We also define the classical differential operators $\mathcal{O}_{3} P=x P$ and $\mathcal{O}_{4} Y=x Y$ and consider the identity

$$
\begin{align*}
& \left(\rho_{1} \partial_{t}^{\alpha+1} Y, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}-\kappa_{1}\left(\frac{1}{x}\left(x Y_{x}\right)_{x}, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}-\kappa_{1}\left(P_{x}, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)} \\
& +\left(Y_{t}, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}+\rho_{2}\left(\partial_{t}^{\alpha+1} P, \mathcal{O}_{3} P\right)_{L^{2}(0, L)} \\
& -\kappa_{2}\left(\frac{1}{x}\left(x P_{x}\right)_{x}, \mathcal{O}_{3} P\right)_{L^{2}(0, L)}+\kappa_{1}\left(\left(Y_{x}+P\right), \mathcal{O}_{3} P\right)_{L^{2}(0, L)}  \tag{28}\\
& +\left(P_{t}, \mathcal{O}_{3} P\right)_{L^{2}(0, L)} \\
= & \left(F(x, t), \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}+\left(G(x, t), \mathcal{O}_{3} P\right)_{L^{2}(0, L)}
\end{align*}
$$

The use of conditions (3) and (4) and evaluation of each term in (27) yield

$$
\begin{gather*}
\left(\rho_{1} \partial_{t}^{\alpha+1} Y, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}=\rho_{1}\left(\partial_{t}^{\alpha}\left(\mathcal{I}_{x}\left(\xi Y_{t}\right)\right), \mathcal{I}_{x}\left(\xi Y_{t}\right)\right)_{L^{2}(0, L)}  \tag{29}\\
\left(\rho_{2} \partial_{t}^{\alpha+1} P, \mathcal{O}_{2} P\right)_{L^{2}(0, L)}=\rho_{2}\left(\partial_{t}^{\alpha}\left(\mathcal{I}_{x}\left(\xi P_{t}\right), \mathcal{I}_{x}\left(\xi P_{t}\right)\right)_{L^{2}(0, L)^{\prime}}\right.  \tag{30}\\
\kappa_{1}\left(\frac{1}{x}\left(x Y_{x}\right)_{x}, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}=-\kappa_{1}\left(Y_{x}, \mathcal{I}_{x}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{31}\\
\left(Y_{t}, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}=\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{32}\\
-\kappa_{2}\left(\frac{1}{x}\left(x P_{x}\right)_{x}, \mathcal{O}_{2} P\right)_{L^{2}(0, L)}=-\kappa_{2}\left(P_{x}, \mathcal{I}_{x}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{33}\\
-\kappa_{1}\left(P_{x}, \mathcal{O}_{1} Y\right)_{L^{2}(0, L)}=\kappa_{1}\left(P_{x}, \mathcal{I}_{x}^{2}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{34}\\
\kappa_{1}\left(Y_{x}, \mathcal{O}_{2} P\right)_{L^{2}(0, L)}=-\kappa_{1}\left(Y_{x}, \mathcal{I}_{x}^{2}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{35}\\
\kappa_{1}\left(P, \mathcal{O}_{2} P\right)_{L^{2}(0, L)}=\frac{\kappa_{1}}{2} \frac{\partial}{\partial t}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{36}\\
\left(P_{t}, \mathcal{O}_{2} P\right)_{L^{2}(0, L)}=\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \tag{37}
\end{gather*}
$$

In the same fashion, the terms on the LHS of (28) can be evaluated as

$$
\begin{align*}
& \rho_{1}\left(\partial_{t}^{\alpha+1} Y, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}=\rho_{1}\left(\partial_{t}^{\alpha+1} Y, Y\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{38}\\
& \quad-\kappa_{1}\left(\frac{1}{x}\left(x Y_{x}\right)_{x}, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}=\kappa_{1}\left\|Y_{x}\right\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2} \tag{39}
\end{align*}
$$

$$
\begin{gather*}
-\kappa_{1}\left(P_{x}, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}=-\kappa_{1}\left(P_{x}, Y\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{40}\\
\left(Y_{t}, \mathcal{O}_{4} Y\right)_{L^{2}(0, L)}=\frac{1}{2} \frac{\partial}{\partial t}\|Y\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2}  \tag{41}\\
\rho_{2}\left(\partial_{t}^{\alpha+1} P, \mathcal{O}_{3} P\right)_{L^{2}(0, L)}=\rho_{2}\left(\partial_{t}^{\alpha+1} P, P\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{42}\\
-\kappa_{2}\left(\frac{1}{x}\left(x P_{x}\right)_{x}, \mathcal{O}_{3} P\right)_{L^{2}(0, L)}=\kappa_{2}\left\|P_{x}\right\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2}  \tag{43}\\
\kappa_{1}\left(Y_{x}, \mathcal{O}_{3} P\right)_{L^{2}(0, L)}=\kappa_{1}\left(Y_{x}, P\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{44}\\
\kappa_{1}\left((P), \mathcal{O}_{3} P\right)_{L^{2}(0, L)}=\kappa_{1}\|P\|_{L_{\rho}^{2}(0, L)}^{2}  \tag{45}\\
\left(P_{t}, \mathcal{O}_{3} P\right)_{L^{2}(0, L)}=\frac{1}{2} \frac{\partial}{\partial t}\|P\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2} \tag{46}
\end{gather*}
$$

The combination of equalities (27)-(46) and the use of Lemma 3 yield

$$
\begin{align*}
& \frac{\rho_{1}}{2} \partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\frac{\rho_{2}}{2} \partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\frac{\kappa_{1}}{2} \frac{\partial}{\partial t}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \\
& \quad+\kappa_{1}\left\|Y_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\kappa_{2}\left\|P_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{1}{2} \frac{\partial}{\partial t}\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{1}{2} \frac{\partial}{\partial t}\|P\|_{L_{\rho}^{2}(0, L)}^{2} \\
& \quad+\kappa_{1}\|P\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \\
&+\frac{\rho_{1}}{2} \partial_{t}^{\alpha+1}\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\rho_{1}}{2} \partial_{t}^{\alpha+1}\|P\|_{L_{\rho}^{2}(0, L)}^{2}  \tag{47}\\
& \leq \kappa_{1}\left(Y_{x}, \mathcal{I}_{x}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)}+\kappa_{2}\left(P_{x}, \mathcal{I}_{x}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)}-\kappa_{1}\left(P_{x}, \mathcal{I}_{x}^{2}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)} \\
&+\kappa_{1}\left(Y_{x}, \mathcal{I}_{x}^{2}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)}+\kappa_{1}\left(P_{x}, Y\right)_{L_{\rho}^{2}(0, L)}-\kappa_{1}\left(Y_{x}, P\right)_{L_{\rho}^{2}(0, L)}+(G, P)_{L_{\rho}^{2}(0, L)} \\
&-\left(F, \mathcal{I}_{x}^{2}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)}-\left(G, \mathcal{I}_{x}^{2}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)}+(F, Y)_{L_{\rho}^{2}(0, L)} .
\end{align*}
$$

By applying Cauchy $\varepsilon$ inequality $a b \leq \frac{\varepsilon}{2} a^{2}+\frac{1}{2 \varepsilon} b^{2}, \quad \forall \varepsilon>0$, and Poincare ${ }^{\prime}$ type inequality $\left\|\mathcal{J}_{x}^{2}(\xi u)\right\|_{L^{2}(\Omega)}^{2} \leqslant \frac{L^{2}}{2}\left\|\mathcal{J}_{x}(\xi u)\right\|_{L^{2}(\Omega)}^{2}$ to the terms of the RHS of (47), we obtain

$$
\begin{align*}
\kappa_{1}\left(Y_{x}, \mathcal{I}_{x}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{\kappa_{1} \delta_{1}}{2}\left\|Y_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{1} L}{2 \delta_{1}}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{48}\\
\kappa_{2}\left(P_{x}, \mathcal{I}_{x}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{\kappa_{2} \delta_{2}}{2}\left\|P_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{1} L}{2 \delta_{2}}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{49}\\
-\kappa_{1}\left(P_{x}, \mathcal{I}_{x}^{2}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{\kappa_{1} \delta_{3}}{2}\left\|P_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{1} L^{2}}{4 \delta_{3}}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{50}\\
\kappa_{1}\left(Y_{x}, \mathcal{I}_{x}^{2}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{\kappa_{1} \delta_{4}}{2}\left\|Y_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{1} L^{2}}{2 \delta_{4}}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{51}\\
\kappa_{1}\left(P_{x}, Y\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{\kappa_{1} \delta_{5}}{2}\left\|P_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{1}}{2 \delta_{5}}\|Y\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2}  \tag{52}\\
-\kappa_{1}\left(Y_{x}, P\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{\kappa_{1} \delta_{6}}{2}\left\|Y_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{1}}{2 \delta_{6}}\|P\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2}  \tag{53}\\
-\left(F, \mathcal{I}_{x}^{2}\left(\xi Y_{t}\right)\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{L}{2 \delta_{7}}\|F\|_{L^{2}(0, L)}^{2}+\frac{\delta_{7} L^{2}}{2}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{54}\\
-\left(G, \mathcal{I}_{x}^{2}\left(\xi P_{t}\right)\right)_{L_{\rho}^{2}(0, L)} & \leq \frac{L}{2 \delta_{8}}\|G\|_{L^{2}(0, L)}^{2}+\frac{\delta_{8} L^{2}}{2}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)^{\prime}}^{2} \tag{55}
\end{align*}
$$

$$
\begin{align*}
(F, Y)_{L_{\rho}^{2}(0, L)} & \leq \frac{\delta_{9}}{2}\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{1}{2 \delta_{9}}\|F\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{56}\\
(G, P)_{L_{\rho}^{2}(0, L)} & \leq \frac{\delta_{10}}{2}\|P\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{1}{2 \delta_{10}}\|G\|_{L^{2}(0, L)}^{2} \tag{57}
\end{align*}
$$

By ignoring the last four terms on the LHS of (47), and inserting (48)-(57) into (47) and choosing $\delta_{1}=\delta_{6}=\delta_{4}=\frac{1}{2}, \delta_{3}=\delta_{5}=1 / 4, \delta_{7}=\delta_{8}=\delta_{9}=\delta_{10}=1, \delta_{2}=\frac{\kappa_{1}}{\kappa_{2}}$ we have

$$
\begin{align*}
& \partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\frac{\partial}{\partial t}\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\partial}{\partial t}\|P\|_{L_{\rho}^{2}(0, L)}^{2} \\
& +\left\|Y_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|P_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\partial}{\partial t}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \\
\leq & Q^{*}\left\{\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\|P\|_{L_{\rho}^{2}(0, L)}^{2}\right.  \tag{58}\\
& \left.+\|F\|_{L^{2}(0, L)}^{2}+\|G\|_{L^{2}(0, L)}^{2}\right\},
\end{align*}
$$

where

$$
\begin{equation*}
Q^{*}=\frac{\max \left[\frac{3}{4} \kappa_{1}, 2 \kappa_{1}+\frac{1}{2}, L \kappa_{1}+\frac{3}{2} L^{2} \kappa_{1}, \frac{L \kappa_{2}^{2}}{2 \kappa_{1}}+L^{2} \kappa_{1}+\frac{L^{2}}{2}, L, \frac{1+L}{2}\right]}{\min \left[\frac{\rho_{1}}{2}, \frac{\rho_{2}}{2}, \frac{\kappa_{1}}{2}, \frac{1}{2}, \kappa_{2}\right]} . \tag{59}
\end{equation*}
$$

By using the Poincare' type inequality $\left\|\mathcal{J}_{x}(\tilde{\xi} u)\right\|_{L^{2}(\Omega)}^{2} \leqslant \frac{L^{2}}{2}\|u\|_{L^{2}(\Omega)}^{2}$, replacing $t$ by $s$, and integrating both sides of (58) with respect to $s$ over $[0, t]$, we obtain

$$
\begin{align*}
& D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \\
& +\left\|Y_{x}\right\|_{L_{\rho}^{2}\left(0, t, t L_{\rho}^{2}(0, L)\right)}^{2}+\left\|P_{x}\right\|_{L_{\rho}^{2}\left(0, t, L_{\rho}^{2}(0, L)\right)}^{2}+\|Y(x . s)\|_{L_{\rho}^{2}(0, L)}^{2} \\
& +\|P(x . s)\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}(. \xi, s)\right)\right\|_{L^{2}(0, L)}^{2} \\
\leq & Q^{*}\left(\int_{0}^{t}\left(\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}\right) d s\right.  \tag{60}\\
& +\int_{0}^{t}\left(\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\|P\|_{L_{\rho}^{2}(0, L)}^{2}\right) d s+\|F\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2} \\
& +\frac{t^{1-\alpha} L^{2}}{2(1-\alpha) \Gamma(1-\alpha)}\left(\|\psi\|_{L^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}\right) \\
& \left.+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}\right) .
\end{align*}
$$

We rewrite (60) after discarding the last term on its LHS as

$$
\begin{align*}
& D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \\
& +\left\|Y_{x}\right\|_{L_{\rho}^{2}\left(0, t, t, L_{\rho}^{2}(0, L)\right)}^{2}+\left\|P_{x}\right\|_{L_{\rho}^{2}\left(0, t, L_{\rho}^{2}(0, L)\right)}^{2}+\|Y(x . s)\|_{L_{\rho}^{2}(0, L)}^{2} \\
& +\|P(x . s)\|_{L_{\rho}^{2}(0, L)}^{2} \\
\leq & Q^{* *}\left(\int_{0}^{t}\left(\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}\right) d s\right.  \tag{61}\\
& +\int_{0}^{t}\left(\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\|P\|_{L_{\rho}^{2}(0, L)}^{2}\right) d s+\|F\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2} \\
& \left.+\|\psi\|_{L^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}\right)
\end{align*}
$$

where

$$
\begin{equation*}
Q^{* *}=Q^{*} \max \left\{1, \frac{t^{1-\alpha} L^{2}}{2(1-\alpha) \Gamma(1-\alpha)}\right\} \tag{62}
\end{equation*}
$$

The first and second time integrals on the RHS must be removed. In this regard, by keeping only the fifth and sixth terms on the LHS of (61), and applying the GronwallBellman lemma (Lemma 1) with

$$
\left\{\begin{array}{c}
H(t)=\int_{0}^{t}\left(\|Y\|_{L_{\rho}^{2}(0, L)}^{2}+\|P\|_{L_{\rho}^{2}(0, L)}^{2}\right) d s  \tag{63}\\
\frac{d H}{d t}=\|Y(x . s)\|_{L_{\rho}^{2}(0, L)}^{2}+\|P(x . s)\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2} \\
H(0)=0
\end{array}\right.
$$

we obtain

$$
\begin{align*}
H(t) \leq & Q^{* *} e^{Q^{* *} T}\left(\int_{0}^{t}\left(\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}\right) d s\right. \\
& +\|\psi\|_{L^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}  \tag{64}\\
& \left.+\|F\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}\right) .
\end{align*}
$$

By dropping the last four terms on the LHS of (61), and using (64), we have

$$
\begin{align*}
& D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \\
\leq & Q^{* *}\left(Q^{* *} e^{Q^{* *} T}+1\right)\left(\int_{0}^{t}\left(\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}\right) d s\right. \\
& +\|F\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}+\|\psi\|_{L^{2}(0, L)}^{2}  \tag{65}\\
& \left.+\|g\|_{L^{2}(0, L)}^{2}+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}\right) .
\end{align*}
$$

We now can apply Lemma 2 to eliminate the time integral term on the RHS of (65). For this purpose, we let

$$
\left\{\begin{array}{c}
\mathcal{B}(t)=\int_{0}^{t}\left(\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}\right) d s  \tag{66}\\
\partial_{t}^{\alpha} \mathcal{B}(t)=D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2} \\
\mathcal{B}(0)=0
\end{array}\right.
$$

Then, from (66), it follows that

$$
\begin{align*}
\mathcal{B}(t) \leq & \mathcal{V} D^{-1-\alpha}\left\{\|F\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}\right. \\
& \left.+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|\psi\|_{L^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}\right\} \tag{67}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{V}=\Gamma(\alpha) E_{\alpha, \alpha}\left(\lambda T^{\alpha}\right)\left(\max \left\{1, \frac{T^{\alpha}}{\alpha \Gamma(\alpha)}\right\}\right) \tag{68}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=Q^{* *}\left(Q^{* *} e^{Q^{* *} T}+1\right) \tag{69}
\end{equation*}
$$

Observe that according to (21), we have

$$
\begin{array}{ll} 
& D^{-1-\alpha}\left\{\|F\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}\right. \\
& \left.+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|\psi\|_{L^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}\right\} \\
\leq & \frac{T^{\alpha+1}}{(\alpha+1) \Gamma(\alpha+1)}\left(\|F\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t ; L^{2}(0, L)\right)}^{2}\right.  \tag{70}\\
& \left.+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|\psi\|_{L^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}\right)
\end{array}
$$

We deduce from inequalities (61), (67), and (70), that

$$
\begin{align*}
& D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi Y_{t}\right)\right\|_{L^{2}(0, L)}^{2}+D^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi P_{t}\right)\right\|_{L^{2}(0, L)}^{2}+\left\|Y_{x}\right\|_{L_{\rho}^{2}\left(0, t, L_{\rho}^{2}(0, L)\right)}^{2} \\
& +\left\|P_{x}\right\|_{L_{\rho}^{2}\left(0, t, L_{\rho}^{2}(0, L)\right)}^{2}+\|Y(x . s)\|_{L_{\rho}^{2}(0, L)}^{2}+\|P(x . s)\|_{L_{\rho}^{2}(0, L)}^{2} \\
\leq & \mathcal{C}^{*}\left(\|\psi\|_{L^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}\right.  \tag{71}\\
& \left.+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}+\|F\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, t, L^{2}(0, L)\right)}^{2}\right),
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{C}^{*}=\mathcal{V} \max \left\{1, \frac{T^{\alpha+1}}{(\alpha+1) \Gamma(\alpha+1)}\right\} \tag{72}
\end{equation*}
$$

If we drop the first two terms on the LHS of (71) and use the equivalence of the norms

$$
\begin{equation*}
\left\|Y_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} \sim\|Y\|_{H_{\rho}^{1}(0, L)^{\prime}}^{2} \text { and }\left\|P_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} \sim\|P\|_{H_{\rho}^{1}(0, L)^{\prime}}^{2} \tag{73}
\end{equation*}
$$

and we take the supremum with respect to $t$ over $[0, T]$, we get the estimate (23), that is

$$
\begin{align*}
& \|Y\|_{L^{2}\left(0, T, H^{1}(0, L)\right)}^{2}+\|P\|_{L^{2}\left(0, T, H_{\rho}^{1}(0, L)\right)}^{2}+\|Y\|_{C\left(0, T, L_{\rho}^{2}(0, L)\right)}^{2}+\|P\|_{C\left(0, T, L_{\rho}^{2}(0, L)\right)}^{2} \\
\leq & \mathcal{C}^{*}\left(\|\psi\|_{L^{2}(0, L)}^{2}+\|g\|_{L^{2}(0, L)}^{2}\right.  \tag{74}\\
& \left.+\|\varphi\|_{L_{\rho}^{2}(0, L)}^{2}+\|f\|_{L_{\rho}^{2}(0, L)}^{2}+\|F\|_{L^{2}\left(0, T, L^{2}(0, L)\right)}^{2}+\|G\|_{L^{2}\left(0, T, L^{2}(0, L)\right)}^{2}\right)
\end{align*}
$$

Since $R(\Sigma) \subset E$, we extend $\Sigma$ so that the estimate (23) is true for the extension, and $R(\bar{\Sigma})=E$.

Proposition 1. The operator $\Sigma: B \rightarrow E$ has a closure $\bar{\Sigma}$ with domain $D(\bar{\Sigma})$.
The proof can be established as in [24].
Definition 3. We call the solution of the equation $\overline{\Sigma \mathcal{F}}=H=\left(H_{1}, H_{2}\right)$ a strong solution of problem (2)-(4).

The energy inequality (23), can be extended to the following

$$
\begin{equation*}
\|\mathcal{F}\|_{B}^{2} \leq \mathcal{C}^{*}\|\bar{\Sigma} \mathcal{F}\|_{E}^{2}, \quad \forall \mathcal{F} \in D(\bar{\Sigma}) \tag{75}
\end{equation*}
$$

From (75), we deduce that the operator $\bar{\Sigma}$ is injective and that $\bar{\Sigma}^{-1}: R(\bar{\Sigma}) \rightarrow B$ is continuous. Thus, the solution of problem (2)-(4), if existing, is unique and depends continuously on the data. We also conclude from (75) that the $R(\bar{\Sigma}) \subset E$ is closed and $R(\bar{\Sigma})$ coincides with $\overline{R(\Sigma)}$.

## 5. Existence of Solution

Theorem 2. For every $F, G \in L^{2}\left(0, T ; L^{2}(0, L)\right), \varphi, f \in L_{\rho}^{2}(0, L)$, and $\psi, g \in L^{2}(0, L)$, there exists a unique strong generalized solution $\mathcal{F}=(\bar{\Sigma})^{-1}\left(H_{1}, H_{2}\right)=\overline{\Sigma^{-1}}\left(H_{1}, H_{2}\right) \in$ B of problem (2)-(4), and

$$
\|\mathcal{F}\|_{B}^{2} \leq \mathcal{C}^{*}\|\Sigma \mathcal{F}\|_{E}^{2}, \forall \mathcal{F} \in D(\bar{\Sigma}) .
$$

Proof. From what is previously mentioned, it is sufficient to show that $\overline{R(\Sigma)}=E$ for establishing the existence of the generalized strong solution of problem (2)-(4). Let us first prove

Theorem 3. Density in special case: If for some function $\omega(x, t)=\left(\Gamma_{1}(x, t), \Gamma_{2}(x, t)\right) \in$ $\left(L^{2}\left(0, T ; L^{2}(0, L)\right)\right)^{2}$ and for elements $\mathcal{F} \in D_{0}(\Sigma)=\left\{\mathcal{F}: \mathcal{F} \in D(\Sigma)\right.$ and $l_{i} Y=l_{i} P=0$, $i=1,2\}$, we have

$$
\begin{equation*}
\left(\mathcal{F}_{1}(Y, P), \Gamma_{1}\right)_{L^{2}\left(0, T ; L^{2} \rho(0, L)\right)}+\left(\mathcal{F}_{2}(Y, P), \Gamma_{2}\right)_{L^{2}\left(0, T ; L^{2} \rho(0, L)\right)}=0, \tag{76}
\end{equation*}
$$

then $\omega(x, t)=\left(\Gamma_{1}(x, t), \Gamma_{2}(x, t)\right)=(0,0)$ a.e in the domain $Q^{T}$.
Proof. The identity (76) can be written as

$$
\begin{align*}
& \quad \int_{0}^{T}\left(\rho_{1} \partial_{t}^{\alpha+1} Y, \Gamma_{1}\right)_{L^{2} \rho(0, L)} d t-\kappa_{1} \int_{0}^{T}\left(\frac{1}{x}\left(x Y_{x}\right)_{x}, \Gamma_{1}\right)_{L_{\rho}^{2}(0, L)} d t-\kappa_{1} \int_{0}^{T}\left(P_{x}, \Gamma_{1}\right)_{L_{\rho}^{2}(0, L)} d t \\
& \quad+\int_{0}^{T}\left(Y_{t}, \Gamma_{1}\right)_{L_{\rho}^{2}(0, L)} d t+\int_{0}^{T}\left(\rho_{2} \partial_{t}^{\alpha+1} P, \Gamma_{2}\right)_{L_{\rho}^{2}(0, L)} d t-\kappa_{2} \int_{0}^{T}\left(\frac{1}{x}\left(x P_{x}\right)_{x}, \Gamma_{2}\right)_{L_{\rho}^{2}(0, L)} d t  \tag{77}\\
& \quad+\kappa_{1} \int_{0}^{T}\left(Y_{x}, \Gamma_{2}\right)_{L_{\rho}^{2}(0, L)} d t+\kappa_{1} \int_{0}^{T}\left(P, \Gamma_{2}\right)_{L_{\rho}^{2}(0, L)} d t+\int_{0}^{T}\left(P_{t}, \Gamma_{2}\right)_{L_{\rho}^{2}(0, L)} d t \\
& =0 .
\end{align*}
$$

Suppose that the functions $U$ and $V$ verify the conditions (3) and (4) and the functions $U, V, U_{x}, V_{x}, \mathcal{I}_{t} U, \mathcal{I}_{t} V, \mathcal{I}_{t} \mathcal{I}_{x}^{2} V, \mathcal{I}_{t} \mathcal{I}_{x}^{2} V, \mathcal{I}_{t}^{2} U, \mathcal{I}_{t}^{2} V$, and $\partial_{t}^{\beta+1} U, \partial_{t}^{\beta+1} V$ are in $L^{2}\left(0, T ; L^{2}(0, L)\right)$, we then let

$$
\begin{equation*}
Y(x, t)=\mathcal{I}_{t}^{2} U=\int_{0}^{t} \int_{0}^{s} U(x, z) d z d s, P(x, t)=\mathcal{I}_{t}^{2} V=\int_{0}^{t} \int_{0}^{s} V(x, z) d z d s \tag{78}
\end{equation*}
$$

and introduce the functions

$$
\begin{equation*}
\Gamma_{1}(x, t)=\mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right), \Gamma_{2}(x, t)=\mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right) \tag{79}
\end{equation*}
$$

Equation (77) then reduces to

$$
\begin{align*}
& \quad \int_{0}^{T}\left(\rho_{1} \partial_{t}^{\alpha+1}\left(\mathcal{I}_{t}^{2} U\right), \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} d t-\kappa_{1} \int_{0}^{T}\left(\mathcal{I}_{t}^{2} \frac{1}{x}\left(x U_{x}\right)_{x}, \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} d t \\
& \quad-\kappa_{1} \int_{0}^{T}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} d t+\int_{0}^{T}\left(\mathcal{I}_{t} U, \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} d t \\
& \quad+\int_{0}^{T}\left(\rho_{2} \partial_{t}^{\alpha+1} \mathcal{I}_{t}^{2} V, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} d t-\kappa_{2} \int_{0}^{T}\left(\mathcal{I}_{t}^{2} \frac{1}{x}\left(x V_{x}\right)_{x}, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} d t  \tag{80}\\
& \quad+\kappa_{1} \int_{0}^{T}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} d t+\kappa_{1} \int_{0}^{T}\left(\mathcal{I}_{t}^{2} V, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} d t \\
& \quad+\int_{0}^{T}\left(\mathcal{I}_{t} V, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} d t \\
& =0 .
\end{align*}
$$

Invoking boundary conditions and calculating different terms by integration by parts, we have

$$
\begin{align*}
& \left(\rho_{1} \partial_{t}^{\alpha+1}\left(\mathcal{I}_{t}^{2} U\right), \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} \\
= & \left(\rho_{1} \partial_{t}^{\alpha} \mathcal{I}_{t} U, \mathcal{I}_{t} U\right)_{L_{\rho}^{2}(0, L)}+\left(\rho_{1} \partial_{t}^{\alpha} \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right), \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right)_{L^{2}(0, L)},  \tag{81}\\
&  \tag{82}\\
= & -\kappa_{1}\left(\mathcal{I}_{t}^{2} \frac{1}{x}\left(x U_{x}\right)_{x}, \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} \\
= & -\mathcal{I}_{t}^{2} U_{x} \|_{L_{\rho}^{2}(0, L)}^{2}-\kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)^{\prime}}  \tag{83}\\
& \left.-\kappa_{1}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)}, \mathcal{I}_{t} U\right)_{L_{\rho}^{2}(0, L)}+\kappa_{1}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)}
\end{align*}
$$

$$
\begin{align*}
& \left(\mathcal{I}_{t} U, \mathcal{I}_{t} U-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)}  \tag{84}\\
= & \left\|\Im_{t} U\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}
\end{align*}
$$

$$
\left(\rho_{2} \partial_{t}^{\alpha+1}\left(\mathcal{I}_{t}^{2} V\right), \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\tilde{\xi} \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)}
$$

$$
\begin{equation*}
=\left(\rho_{2} \partial_{t}^{\alpha} \mathcal{I}_{t} V, \mathcal{I}_{t} V\right)_{L_{\rho}^{2}(0, L)}+\left(\rho_{2} \partial_{t}^{\alpha} \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right), \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right)_{L^{2}(0, L)} \tag{85}
\end{equation*}
$$

$$
\begin{align*}
& -\kappa_{2}\left(\mathcal{I}_{t}^{2} \frac{1}{x}\left(x V_{x}\right)_{x}, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)}  \tag{86}\\
= & \frac{\kappa_{2} \partial}{2 \partial t}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}-\kappa_{2}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)}
\end{align*}
$$

$$
\kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)}
$$

$$
\begin{equation*}
=\kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{t} V\right)_{L_{\rho}^{2}(0, L)}-\kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)^{\prime}} \tag{87}
\end{equation*}
$$

$$
\begin{align*}
& \left(\mathcal{I}_{t} V, \mathcal{I}_{t} V-\mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} \\
= & \left\|\mathcal{I}_{t} V\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{t} \mathcal{I}_{x}(\xi V)\right\|_{L^{2}(0, L)}^{2} \tag{89}
\end{align*}
$$

The combination of (80)-(89) and application of Lemma 2 to (81) and (85) yield

$$
\begin{align*}
& \frac{\rho_{1}}{2} \partial_{t}^{\alpha}\left\|\mathcal{I}_{t} U\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\rho_{1}}{2} \partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} \\
& \quad+\frac{\rho_{2}}{2} \partial_{t}^{\alpha}\left\|\mathcal{I}_{t} V\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\rho_{2}}{2} \partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} \\
& \quad+\frac{\kappa_{1} \partial}{2 \partial t}\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{2} \partial}{2 \partial t}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} \\
& \quad+\left\|\Im_{t} U\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} \\
& \quad+\frac{\kappa_{1} \partial}{2 \partial t}\left\|\mathcal{I}_{t}^{2} V\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\kappa_{1} \partial}{2 \partial t}\left\|\mathcal{I}_{t}^{2} \mathcal{I}_{x}(\xi V)\right\|_{L^{2}(0, L)}^{2}  \tag{90}\\
& \quad\left\|\mathcal{I}_{t} V\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{t} \mathcal{I}_{x}(\xi V)\right\|_{L^{2}(0, L)}^{2} \\
& \leq \kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)}+\kappa_{1}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{t} U\right)_{L_{\rho}^{2}(0, L)} \\
& \quad-\kappa_{1}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)}+\kappa_{2}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} \\
& \quad-\kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{t} V\right)_{L_{\rho}^{2}(0, L)}+\kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)}
\end{align*}
$$

We now estimate all terms on the RHS of (90) with the help of Cauchy epsilon inequality

$$
\begin{align*}
& \kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} \leq \frac{\varepsilon_{1} \kappa_{1}}{2}\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{L \kappa_{1}}{2 \varepsilon_{1}}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{91}\\
& \kappa_{1}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{t} U\right)_{L_{\rho}^{2}(0, L)} \leq \frac{\kappa_{1}}{2 \varepsilon_{2}}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\varepsilon_{2} \kappa_{1}}{2}\left\|\mathcal{I}_{t} U\right\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2}  \tag{92}\\
&-\kappa_{1}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} U\right)\right)_{L_{\rho}^{2}(0, L)} \leq \frac{\varepsilon_{3} \kappa_{1}}{2}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{L^{2} \kappa_{1}}{4 \varepsilon_{3}}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2}  \tag{93}\\
& \kappa_{2}\left(\mathcal{I}_{t}^{2} V_{x}, \mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} \leq \frac{\varepsilon_{4} \kappa_{2}}{2}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{L \kappa_{1}}{2 \varepsilon_{4}}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)^{\prime}}^{2}  \tag{94}\\
&-\kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{t} V\right)_{L_{\rho}^{2}(0, L)} \leq \frac{\kappa_{1}}{2 \varepsilon_{5}}\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\varepsilon_{5} \kappa_{1}}{2}\left\|\mathcal{I}_{t} V\right\|_{L_{\rho}^{2}(0, L)^{\prime}}^{2}  \tag{95}\\
& \kappa_{1}\left(\mathcal{I}_{t}^{2} U_{x}, \mathcal{I}_{x}^{2}\left(\xi \mathcal{I}_{t} V\right)\right)_{L_{\rho}^{2}(0, L)} \leq \frac{\varepsilon_{6} \kappa_{1}}{2}\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{L \kappa_{1}}{2 \varepsilon_{6}}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} . \tag{96}
\end{align*}
$$

By choosing $\varepsilon_{1}=\varepsilon_{3}=\varepsilon_{4}=1$, and $\varepsilon_{2}=\varepsilon_{5}=\frac{2}{\kappa_{1}}$ and taking into account (91)-(96), the inequality (90) reduces to

$$
\begin{align*}
& \quad \frac{\partial}{\partial t}\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\frac{\partial}{\partial t}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} \\
& \quad+\partial_{t}^{\alpha}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2}+\frac{\partial}{\partial t}\left\|\mathcal{I}_{t}^{2} V\right\|_{L_{\rho}^{2}(0, L)}^{2} \\
& \left.\quad+\frac{\partial}{\partial t}\left\|\mathcal{I}_{t}^{2} \mathcal{I}_{x}(\xi V)\right\|_{L^{2}(0, L)}^{2}+\partial_{t}^{\alpha}\left\|\mathcal{I}_{t} U\right\|_{L_{\rho}^{2}(0, L)}^{2}+\partial_{t}^{\alpha} \| \mathcal{I}_{t} V\right) \|_{L_{\rho}^{2}(0, L)}^{2}  \tag{97}\\
& \leq \\
& \quad E^{*}\left(\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2}\right. \\
& \left.\quad+\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2}\right),
\end{align*}
$$

where

$$
\begin{equation*}
E^{*}=\frac{\max \left\{1+\frac{\kappa_{1}}{2}+\frac{L \kappa_{1} \kappa_{2}}{8}, \frac{1}{L}+\frac{\kappa_{1}^{2}}{4}+\frac{\kappa_{1}}{2}, \frac{L^{2} \kappa_{1}}{4}+\frac{L \kappa_{1}}{2}\right\}}{\min \left\{\frac{\rho_{1}}{2}, \frac{\rho_{2}}{2}, \frac{\kappa_{1}}{2}, \frac{\kappa_{2}}{2}\right\}} . \tag{98}
\end{equation*}
$$

Now, by discarding the last four terms on the LHS of the inequality (97), then integrating with respect to time, we have

$$
\begin{align*}
& \left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+D_{t}^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} \\
& D_{t}^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} \\
\leq & E^{*}\left(\int_{0}^{t}\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} d \tau+\int_{0}^{t}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} d \tau+\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} d \tau\right.  \tag{99}\\
& \left.+\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} d \tau\right)
\end{align*}
$$

If we omit the last two terms on the LHS of (99), and use the Gronwall-Bellman lemma by taking

$$
\left\{\begin{array}{c}
\mathcal{X}(t)=\int_{0}^{t}\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} d \tau+\int_{0}^{t}\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} d \tau  \tag{100}\\
\frac{\partial \mathcal{X}(t)}{\partial t}=\left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2} \\
\mathcal{X}(0)=0
\end{array}\right.
$$

we obtain

$$
\begin{equation*}
\mathcal{X}(t) \leq E^{*} e^{T E^{*}}\left(\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} d \tau+\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} d \tau\right) \tag{101}
\end{equation*}
$$

Consequently, inequality (99) reduces to

$$
\begin{align*}
& \left\|\mathcal{I}_{t}^{2} U_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+\left\|\mathcal{I}_{t}^{2} V_{x}\right\|_{L_{\rho}^{2}(0, L)}^{2}+D_{t}^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} \\
& D_{t}^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} \\
\leq & E^{* *}\left(\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} d \tau+\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} d \tau\right), \tag{102}
\end{align*}
$$

where $E^{* *}=E^{*}\left(1+E^{*} e^{T E^{*}}\right)$.
Next, if we drop the first two terms on the LHS of (99) and let

$$
\begin{align*}
d(t) & =\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} d \tau+\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} d \tau \\
\partial_{t}^{\alpha} d(t) & =D_{t}^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2}+D_{t}^{\alpha-1}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2}  \tag{103}\\
d(0) & =0,
\end{align*}
$$

then application of Lemma 2 asserts that

$$
\begin{align*}
d(t) & =\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} U\right)\right\|_{L^{2}(0, L)}^{2} d \tau+\int_{0}^{t}\left\|\mathcal{I}_{x}\left(\xi \mathcal{I}_{t} V\right)\right\|_{L^{2}(0, L)}^{2} d \tau  \tag{104}\\
& \leq d(0) E_{\alpha}\left(E^{* *} t^{\alpha}\right)+\Gamma(\alpha) E_{\alpha, \alpha}\left(E^{* *} t^{\alpha}\right) D^{\alpha-1}(0)=0 .
\end{align*}
$$

It then follows from (99), (102), and (104) that $U=0, V=0$. Consequently, $\omega(x, t)=$ $\left(\Gamma_{1}(x, t), \Gamma_{2}(x, t)\right)=(0,0)$ a.e in $Q^{T}$.

General case for density: Since $E$ is a Hilbert space, $\overline{R(\Sigma)}=E$ is equivalent to $R(\Sigma)^{\perp}=\{0\}$. That is, we have to show that the orthogonal complement of the range of the operator $\Sigma$ reduces to zero, which is again equivalent to $(\Sigma \mathcal{F}, \Psi)_{E}=0$, for all $\mathcal{F} \in B$,
and $\Psi \in E$,then $\Psi=\left(\Psi_{1}, \Psi_{2}\right)=\left\{\left(\omega_{1}, \omega_{2}, \omega_{3}\right),\left(\omega_{4}, \omega_{5}, \omega_{6}\right)\right\}=(0,0)$. Thus, suppose that for some element $\Psi=\left(\Psi_{1}, \Psi_{2}\right)=\left\{\left(\omega_{1}, \omega_{2}, \omega_{3}\right),\left(\omega_{4}, \omega_{5}, \omega_{6}\right)\right\} \in R(\Sigma)^{\perp}$, the inner product

$$
\begin{align*}
& (\Sigma \mathcal{F}, \Psi)_{E} \\
= & \left(\left\{\mathcal{F}_{1}(Y, P), \mathcal{F}_{2}(Y, P\},\left\{\Psi_{1}, \Psi_{2}\right\}\right)_{E}\right. \\
= & \left.\left(\left\{\mathcal{F}_{1}(Y, P), l_{1} Y, l_{2} Y\right\},\left\{\mathcal{F}_{2}(Y, P), l_{1} P, l_{2} P\right\}\right\},\left\{\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\},\left\{\omega_{4}, \omega_{5}, \omega_{6}\right\}\right\}\right)_{E} \\
= & \left(\mathcal{F}_{1}(Y, P), \omega_{1}\right)_{L^{2}\left(Q^{T}\right)}+\left(l_{1} Y, \omega_{2}\right)_{L_{\rho}^{2}(0, L)}+\left(l_{2} Y, \omega_{3}\right)_{L^{2}(0, L)}  \tag{105}\\
& +\left(\mathcal{F}_{2}(Y, P), \omega_{4}\right)_{L^{2}\left(Q^{T}\right)}+\left(l_{1} P, \omega_{5}\right)_{L_{\rho}^{2}(0, L)}+\left(l_{2} P, \omega_{6}\right)_{L^{2}(0, L)} \\
= & 0,
\end{align*}
$$

where $\mathcal{F} \in B$, we have to show that $\Psi=0$.
Let $\mathcal{F} \in D_{0}(\Sigma)$, then Equation (105) becomes

$$
\begin{equation*}
\left(\mathcal{F}_{1}(Y, P), \omega_{1}\right)_{L^{2}\left(Q^{T}\right)}+\left(\mathcal{F}_{2}(Y, P), \omega_{4}\right)_{L^{2}\left(Q^{T}\right)}=0 \tag{106}
\end{equation*}
$$

From Theorem 3, it follows from (106) that $\omega_{1}=\omega_{4}=0$. Then, Equation (105) takes the form

$$
\begin{equation*}
\left(l_{1} Y, \omega_{2}\right)_{L_{\rho}^{2}(0, L)}+\left(l_{2} Y, \omega_{3}\right)_{L^{2}(0, L)}+\left(l_{1} P, \omega_{5}\right)_{L_{\rho}^{2}(0, L)}+\left(l_{2} P, \omega_{6}\right)_{L^{2}(0, L)}=0 \tag{107}
\end{equation*}
$$

Since all terms in (107) vanish independently, and on the other hand the sets $R\left(l_{1}\right), R\left(l_{2}\right)$ are, respectively, everywhere dense in $L_{\rho}^{2}(0, L)$, and $L^{2}(0, L)$, then it follows from (107) that $\omega_{2}=\omega_{3}=\omega_{5}=\omega_{6}=0$. Consequently $\Psi=0$; that is, $R(\Sigma)^{\perp}=\{0\}$. Thus, $\overline{R(\Sigma)}=E$. This achieved the proof of Theorem 2.

## 6. Conclusions

The present article covers the investigation of a non-homogeneous fractional order Timoshenko system with both equations having frictional damping terms. The system of equations is supplemented by initial conditions, two Neumann conditions, and two nonlocal boundary conditions of integral type. The well-posedness of problem (2)-(4) was investigated. The posed problem can be considered as a generalization of the Timoshenko system, where the second order time derivatives are replaced by the Caputo fractional order time derivatives, and the special second order differential operators in both equations are replaced by the Bessel operator. In our proofs, we mainly rely on the operator theory approach. Our contribution develops the energy methods for the fractional case of several classes of initial boundary value problems, particularly for Timoshenko systems.

Author Contributions: Conceptualization, S.M.; Methodology, R.K.A.; writing—original draft, S.M.; writing-review and editing, R.K.A. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Researchers Supporting Project number RSPD2023R802 KSU, Riyadh, Saudi Arabia.
Data Availability Statement: Not applicable.
Acknowledgments: The authors would like to extend their sincere appreciation to Researchers Supporting Project number RSPD2023R802 KSU, Riyadh, Saudi Arabia.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Timoshenko, S . On the correction for shear of the differential equation for transverse vibrations of prismatic bars. Phil Mag 1921, 41, 744-746. [CrossRef]
2. Ebrahimian, M.; Todorovska, M.I. Wave propagation in a Timoshenko beam building model. J. Eng. Mech. 2014, 140, 04014018. [CrossRef]
3. Shan, J.; Zhuang, C.; Ning Loong, C. Parametric identification of Timoshenko-beam model for shear-wall structures using monitoring data. Mech. Syst. Signal Process. 2023, 189, 110100. [CrossRef]
4. Kaya, Y.; Dowling, J. Application of Timoshenko beam theory to the estimation of structural response. Eng. Struct. 2016, 123, 71-76. [CrossRef]
5. Pirrotta, A.; Cutrona, S.; Di Lorenzo, S.; Matteo, D. A Fractional visco-elastic Timoshenko beam deflection viasingle equation. Int. J. Numer. Methods Eng. 2015, 104, 869-886. [CrossRef]
6. Liu, D.; Chen, Y.; Shang, Y.; Xu, G. Stabilization of a Timoshenko Beam With Disturbance Observer-Based Time Varying Boundary Controls. Asian J. Control. 2017, 20, 1869-1880. [CrossRef]
7. Li, P.; Du, S.; Shen, S.L.; Wang, Y.H.; Zhao, H.H. Timoshenko beam solution for the response of existing tunnels because of tunneling underneath. Int. J. Numer. Anal. Methods Geomech. 2015, 40, 766-784. [CrossRef]
8. Guesmia, A.; Messaoudi, S.A. General energy decay estimates of Timoshenko systems with frictional versus viscoelastic damping. Math. Meth. Appl. Sci. 2009, 32, 2101-2122. [CrossRef]
9. Ma, Z.; Zhang, L.; Yang, Ẋ. Exponential stability for a Timoshenko-type system with history. J. Math. Anal. Appl. 2011, 380, $299-312$. [CrossRef]
10. Messaoudi, S.A.; Pokojovy M.; Said-Houari B. Nonlinear Damped Timoshenko systems with second sound. Global existence and exponential stability. Math. Meth. Appl. Sci. 2009, 32, 505-534. [CrossRef]
11. Messaoudi, S.A.; Said-Houari, B. Energy decay in a Timoshenko-type system with history in thermoelasticity of type III. Adv. Diff. Equ. 2009, 14, 375-400. [CrossRef]
12. Munoz Rivera, J.E.; Racke, R. Mildly dissipative nonlinear Timoshenko systems-global existence and exponential stability. J. Math. Anal. Appl. 2002, 276, 248-276. [CrossRef]
13. Munoz Rivera, J.E.; Racke, R. Timoshenko systems with indefinite damping. J. Math. Anal. Appl. 2008, 341, 1068-1083. [CrossRef]
14. Guesmia, A.; Messaoudi, S.A. Some stability results for Timoshenko systems with cooperative frictional and infinite-memory dampings in the displacement. Acta Math. Sci. 2016, 36, 1-33. [CrossRef]
15. Messaoudi, S.A.; Hassan, J.H. General and optimal decay in a memory-type Timoshenko system. J. Integral. Equ. Appl. 2018, 30. [CrossRef]
16. Astudillo, M.; Oquendo, H.P. Stability results for a Timoshenko system with a fractionaloperator in the memory. Appl. Math. Optim. 2021, 83, 1247-1275. [CrossRef]
17. Dell'Oro, F.; Pata, V. On the stability of Timo-shenko systems with Gurtin-Pipkin thermal law. J. Differ. Equ. 2014, 257, 523-548. [CrossRef]
18. Chen, M.; Liu, W.; Zhao, W. Existence andgeneral stabilization of the Timoshenko system ofthermo-viscoelasticity of type III with frictionaldamping and delay terms. Adv. Nonlinear Anal. 2018, 7, 547-569. [CrossRef]
19. Changdai, H.; Wang, J.; Xiaoping, C.; Jinde, C. Bifurcations in a fractional-order BAM neural network with four different delays. Neural Netw. 2021, 141, 344-354.
20. Xu, C.; Mu, D.; Liu, Z.; Yicheng, P.; Maoxin, L.; Chaouki, A. New insight into bifurcation of fractional-order 4D neural networks incorporating two different time delays. Commun. InNonlinear Sci. Numer. Simul. 2023, 118, 107043. [CrossRef]
21. Peiluan, L.; Gao, R.; Changjin, X.; Ying, L.; Akgül, A.; Baleanu, D. Dynamics exploration for a fractional-order delayed zooplanktonphytoplankton system. Chaos Solitons Fractals 2023, 166, 112975.
22. Mesloub, S. A nonlinear nonlocal mixed problem for a second order parabolic equation. J. Math. Anal. Appl. 2006, 316, 189-209. [CrossRef]
23. Mesloub, S. On a singular two dimensional nonlinear evolution equation with non local conditions. Nonlinear Anal. 2008, 68, 2594-2607. [CrossRef]
24. Mesloub, S.; Bouziani, A. On a class of singular hyperbolic equations with a weighted integral condition. Internat. J. Math. Math. Sci. 1999, 22, 511-519. [CrossRef]
25. Yurchuk, N.I. Mixed problem with an integral condition for certain parabolic equations. Differ. Uravn. 1986, 22, 2117-2126.
26. Beilin, S.A. Existence of solutions for one-dimensional wave equation with nonlocal conditions. Electron. J. Differ. Equ. 2001, 76, 1-8.
27. Cushmand, J.H.; Xu, H.; Deng. F. Nonlocal reactive transport with physical and chemical heterogeneity: Localization error. Water Resour. Res. 1995, 31, 2219-2237. [CrossRef]
28. Gordeziani, D.G.; Avalishvili, G.A. On the constructing of solutions of the nonlocal initial-boundary value problems for onedimensional oscillation equations. Mat. Model. 2000, 12, 94-103.
29. Ionkin, N.I. Solution of boundary value problem in heat conduction theory with nonclassical boundary conditions. Differ. Uravn. 1977, 13, 1177-1182.
30. Mesloub, S. On a nonlocal problem for a pluriparabolic equation. Acta Sci. Math. 2001, 67, 203-219.
31. Mesloub, S.; Bouziani, A. Mixed problem with a weighted integral condition for a parabolic equation with Bessel operator. J. Appl. Math. Stochastic Anal. 1998, 15, 291-300. [CrossRef]
32. Pulkina, L.S.; Beylin, A.B. Nonlocal approach to problems on longitudinal vibration in a short bar. Electron. J. Differ. Eqns. 2019, 1-9.
33. Ionkin, N.I. Solution of boundary value problem in heat conduction theory with nonlocal boundary conditions. Differ. Equ. 1977, 13, 294-304.
34. Muravei, L.A.; Philinovskii, A.V. On a certain nonlocal boundary value problem for hyperbolic equation. Mat. Zametki 1993, 54, 8-116.
35. Shi, P.; Shillor, M. Design of Contact Patterns in One Dimensional Thermoelasticity in Theoretical Aspects of Industrial Design; Society for Industrial and Applied Mathematics: Philadelphia, PA, USA, 1992.
36. Samarskii, A.A. Some problems in differential equations theory. Diff. Equ. 1980, 6, 1221-1228.
37. Mesloub, S.; Gadain, H.E. A priori bounds of the solution of a one point IBVP for a singular fractional evolution equation. Adv. Differ. Equ. 2020, 2020, 584. [CrossRef]
38. Mesloub, S.; Aldosari, F. Well posedness for a singular two dimensional fractional initial boundary value problem with Bessel operator involving boundary integral conditions. AIMS Math 2021, 6, 9786-9812. [CrossRef]
39. Alikhanov, A.A. A. Priori Estimates for Solutions of Boundary Value Problems for Fractional Order Equations. Differ. Equ. 2010, 46, 660-666. [CrossRef]
40. Kasmi, L.; Guerfi, A.; Mesloub, S. Existence of solution for 2-D time-fractional differential equations with a boundary integral condition. Adv. Differ. Equ. 2019, 2019, 511. [CrossRef]
41. Akilandeeswari, A.; Balachandran, K.; Annapoorani, N. Solvability of hyperbolic fractional partial differential equations. J. Appl. Anal. Comput. 2017, 7, 1570-1585. [CrossRef]
42. Liu, X.; Liu, L.; Wu, Y. Existence of positive solutions for a singular nonlinear fractional differential equation with integral boundary conditions involving fractional derivatives. Bound. Value Probl. 2018, 2018, 24. [CrossRef]
43. Li, H.; Liu, L.; Wu, Y. Positive solutions for singular nonlinear fractional differential equation with integral boundary conditions. Bound. Value Probl. 2015, 2015, 232. [CrossRef]
44. Bashir, A.; Matar, M.M.; Agarwal, R.P. Existence results for fractional differential equations of arbitrary order with nonlocal integral boundary conditions. Bound. Value Probl. 2015, 2015, 220.
45. Podlubny, I. Fractional DifferentialEquations: An Introduction to Fractional Derivatives, Fractional Differential Equations, to Methods of Their Solution and Some of Their Applications; Elsevier: Amsterdam, The Netherlands, 1998; Volume 198.
46. Ladyzhenskaya, O.L. The Boundary Value Problems of Mathematical Physics; Springer: New York, NY, USA, 1985.

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

