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Pivotal Quantity PQ- Confidence
Interval (C.1) by PQ



Let X be a random variable and f(x; 0) its pdf. Our interest is to
find the 100(1 — )% C.1. of a function 7(6). In other word, our
aim is to get from the basis X = (Xi,...,X,) the interval
(T1(X), T2(X)) which satisfies:

P(Ti(X) <7(0) < T2(X))=1—a.

Indeed, there are so many solutions of (T1(X), T2(X)) depending
on the length L = T(X) — T1(X), but L is minimized by the way
of Pivotal Quantity (PQ).



A random variable Q(X; #) with distribution g(q) is said PQ, if
g(q) is free of the parameter 6.

Lemma

Let Xi,..., X, be n random variables iid with distribution f(x; ).
The statistic Q(X;0) ~ =2 log(Fy.0) ~ X3, is a PQ.



The purpose of the PQ method is to get the two values g1 and g2
using the two following steps:
1LP(r<Q(X;0)<q)=P(T1i(X)<7(0) < T2(X))=1—
2- The length L = T»(X) — T1(X) is minimum.



Example 1: The normal distribution N(u,o?) with o known

Let X be a random variable with normal distribution N(u,o?). Let
X1,..., Xy be n copies of X. Our aim is to find 100(1 — )% of p.

X —
Q(X; ) = £ 2 (q) = N(0,1) represents the PQ of s.
o

Then, we look for getting g1 and go.
Step 1:

Y_M < o — o
P i = P(X-—q— X — go——
<Q1<0/ﬁ<q2> ( q1ﬁ<u< Q2ﬁ)



Example 1: The normal distribution N(u,o?) with o known

Step 2:

— o — o g
L=X—-q1— — (X —qp—) = ——(qp — t b
n ( qzﬁ> ﬁ(qz q1) must be
minimum.

The last equality of step 1 indicate that go is a function of g;.
Differentiate this equality with respect q;, we get

dg>  g(q1)
dg1  g(q)

Now, let us differentiate L with respect to g1, we get

oo~ oa 1) =G e )

It follows that




Example 1: The normal distribution N(u,o?) with o known

dL

Thus day =0 if, and only if g1 = g2 or g1 = —qg». This implies
1

that

LN, ifg <—qo;
LA if—q <aq1<q;
LN, if g1 > qo.

Since g1 < g2 (from the first step), then the minimum of the
function L is obtained on g; = —q». It follows that g, = 7_g.



Example 1: The normal distribution N(u,o?) with o known

The confidence interval is equal to

(Ta(X), To(X)) = (X—ql" X - U)



Example 2: The normal distribution N(yu,c?) with o unknown

Let X be a random variable with normal distribution N(u,0?). Let
Xi1,...,X, be n copies of X With n < 30. Our aim is to find

100(1 — @)% of pu. Q(X;pu) = ~ glq

STy~ 6
the PQ of p. Then, we look for getting g1 and g».
Step 1:

= t,_1 represents

IP)(ql<5/f<"2> = P<X_q1\;<H<X—q2\;>



Example 2: The normal distribution N(ju,c?) with o unknown

Step 2:
_ S = S S
Chﬁ ( Q2ﬁ> ﬁ(q2 g1) must be
minimum.

The last equality of step 1 indicate that gy is a function of g;.
Differentiate this equality with respect g1, we get

dqgz dg>  g(qu)
— — =0=—F= :

Now, let us differentiate L with respect to g1, we get

da. S (dCI2 1) :5<g(q1)_1>
dgr ~ /n \ dq vn \ g(q2)
Recall that the t-distribution with degree of freedom v is given by

(*3)

g(q) = W()( V) c




Example 2: The normal distribution N(u,?) with o unknown

It follows that

vl
a_ s ((vedy
dgr  v/n \\v+ g3 '
dL : . L
Thus E = 0 if, and only if g1 = g2 or g1 = —qg». This implies
1
that _
LN, if g <—q;
L if—q<q1<q
LN, ifg1> qo.

Since g1 < g2 (from the first step), then the minimum of the
function L is obtained on g1 = —q». It follows that g» = h-g.



Example 2: The normal distribution N(yu,o?) with o unknown

The confidence interval is equal to

(M. TX) = (X-a X -a )

— <Xi tl_g\;> )

If n > 30, The confidence interval is equal to

(M. 70) = (X-a X -a )

= (Xizl_2\;> )



Example 3: The normal distribution N(u,0?) with p known

Let X be a random variable with normal distribution N(u,?). Let
Xi,...,X, be n copies of X. Our aim is to find 100(1 — )% of

"X — )\
o°. Q(X;07) ,-_E 1 . g(q) ~ represents the PQ

of 0. Then, we look for getting g1 and ga.

Step 1:
X — ) )
P 1 < < Qg2
(n<Z (5 <
:P<z,-":1(x,-—u)2 ) z,-":l(x,-—uf)

<o <
q2 q1

q2

zé g(q)dg=1-a.

1



Example 3: The normal distribution N(u,o?) with p known

1 1)\ ¢ > -
=|—=-— Z(X,- — @) must be minimum.
i=1
The last equality of step 1 indicate that go is a function of g;.
Differentiate this equality with respect q;, we get

dqgz dg>  g(qu)
e = = —2 = .
g(qz)dq g(q1) = dan  gla)

Now, let us differentiate L with respect to g1, we get

dl dgp 1 1. 2 1g(q) 1
dqi (dQI a3 qf)g( ) Bele) ¢




Example 3: The normal distribution N(u,o?) with p known

S gl s4+1 9
2 2 . (1)

The minimum of the function L is given on the point that satisfies
the equation (1) and it is obtained by a numerical way.




Example 3: The normal distribution N(u,o?) with p known

Indeed, this is an implicit equation which is solved by the true and
false in the following steps:

Step 1: Start by a possible value for g.
Step 2: Find go from the |ntegrat|on fqz g(q)dg=1-a.
Step 3: Check if g1 and g satisfy q1 1e 3 = q22+1e %
Step 4: Stop if Step 3 is true, and if not go to Step 1.



Example 3: The normal distribution N(u,o?) with 1 known

In this case g1 = X3,1—% and q» = Xi%. The confidence interval

of 02 is equal to:

(T(X). Ta(X)) = (27_1 (X =) Xiy (% = u)2> |

X2, ’ X2 .

In the case where p is unknown

n <~ 2
QX;0%) =) (X’ — X) = w ~g(q) = X7 1.

- g g
i=1




Example 4: The exponential distribution exp ()

Let X be a random variable with exponential distribution exp (6).
Let Xi,..., X, be n copies of X. Our aim is to find 100(1 — «)%
n

of 6. Q(X;0) = 292X,- = 20S ~ g(q) = X3, represents the PQ

i=1
of #. Then, we look for getting g1 and g».
Step 1:

3
IP’(CI1<295<CI2)=P<§;<9<;;>:/ g(q)dg=1-q.
o



Example 4: The exponential distribution exp(6)

L= — (g2 — g1) must be minimum.

The last equality of step 1 indicate that g is a function of g;.
Differentiate this equality with respect g1, we get

Now, let us differentiate L with respect to g1, we get

dL 1 [dgo ) g(q1)
=0= —1=0.
dgy 25 <dq1 g(q2)




Example 4: The exponential distribution exp(6)
Then g(g1) = g(g2) and consequently g1 and g» must satisfy

1 9 1 _92
q{’ le=> :qé7 le—3 .

This is an implicit equation which is solved by the true and false
way.



Example 4: The exponential distribution exp(6)

In this case g; = X22n 1_o and g = X22n o. T'he confidence interval
’ 2 72
of 0 is equal to:

X22n 1-< X22n3
— | = 2 )
(), T00) = | o ®, ).




Example 5

Let X be a random variable with distribution
f(x;0) =0x""1 0<x<1 LetXq,...,X, be n copies of X.
Our aim is to find 100(1 — )% of 6.

Q(X;0) = —22 log(Fx.0) ~ g(q) = X3, represents the PQ of 6.
i=1
Since Fy, g = Xl-a, then
Q(X;0) = =20 "log(x;) = 20K ~ g(q) = A3,
i=1

with K = —>"7 ; log(x;) > 0. Then, we look for getting g1 and

q2.
Step 1:

q2
P(q1<29K<qz)=P(2q;<<e<2qf<):/ g(g)dg=1—a.
q



Step 2:
L= — (g2 — q1) must be minimum.

The last equality of step 1 indicate that g is a function of g;.
Differentiate this equality with respect g1, we get

Now, let us differentiate L with respect to g1, we get

dL 1 (dg > g(q1)
1]=0= —1=0.
dgi 2K <dq1 g(q2)




Example 5
Then g(g1) = g(g2) and consequently g1 and g> must satisfy

1 _a 1@
q7 le=2 = q; le=%.

This is an implicit equation which is solved by the true and false
way.



Example 5

In this case g1 = X22n 1_a and g2 = X22n a The confidence interval
b 2 b
of 6 is equal to:

2 2
X2n,lf% &,

(n(X),Tz(x»=< > §K>




Remark

not any PQ is useful, for instance
n n
QX 0) = 2 log(Fy9) = —2) log(1 — ™)
i=1 i=1

is a PQ but it cannot reach to

P(Ti(X) <0< Ta(X)) =1-«.



Thank you



