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For example,

Introduction

Bivariate Frequency Distributions

suppose you throw two coins, X and
simultaneously and record the outcome as an ordered pair of
values. Imagine that you threw the coin 8 times, and observed the

following (1=Head, 0 = Tall)

(X.Y)

(1.1)

(1,0)

(0.1)

(0,0)

f
2
2
2
2

To graph the bivariate distribution, you need a 3
dimensional plot, although this can be drawn in
perspective in 2 dimensions
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a Joint distribution of bivariate random variables

L] In general, if X and Y are two random variables, the probability distribution
that defines their simultaneous behavior is called a joint probability
distribution.

[J For example: X : the length of one dimension of an injection-molded part, and
Y : the length of another dimension. We might be interested in

P(2.95< X <3.05and 7.60 <Y < 7.80).

Discrete case
Definition: If X and Y are discrete RV's, then (X.Y)
is called a jointly discrete bivariate RV.

The joint (or bivariate) pmf is
f(xr,y) = Pr(X =z,Y =y).

Properties: (1) 0< f(z.y) <1.

(2) oy f(2,y) = 1.
(3) ACR? = Pr((X.Y) € A) = Y (zy)ea (@),
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Continuous case

Definition: If X and Y are cts RV's, then (X.,Y) is a

jointly cts RV if there exists a function f(x,vy) such

that
= (1) f(z,y) >0, Vo,y. _
o (@) fyp2 f(2,y) dedy = 1. IS the
S - , (. 1 volume
2 LGPy =pPrx. e —E T4 f(o,y) do dy} Pl
A and
f(x,y)

In this case, f(x,y) is called the joint pdf.




4 Marginal Probability Distribution
Discrete case
Definition: If X and Y are jointly discrete, then the

marginal pmrf’s of X and Y are, respectively,
Ix(x) = > f(z,vy)
]

and

_ fr(w) = 3 f(x,y)
Continuous case

Definition: If X and Y are jointly continuous random variable,
then the marginal pdf’s of X and Y are, respectively;

fu () = f o y)dy
y

and
f,(y) =] f(xy) dx




/ General Example for discrete bivariate random variables \

If X and Y are two discrete random variables ,their joint distribution may be
represented by a formula or a table below:

f(x1,y1) f(x1,y2) f(x1,yn) g(x1)
X2 f(x2,y1) f(x2,y2 f(x2,yn) g(x2)
Xm f(xm,y1) f(xm,y2 f(x2,yn) g(xm)
Marginal 'l'
pdf of Y h(y1) h(y2) h(yn) wsp Total =1

h(y)

(-, y




/ Discrete case example

.

where 16/21+4/21+1/21=1 Also,

P(X=2)=? P(Y=15)="?

@

P(X >1, Y >10)=?

X=1 X=3 X=7 P(Y=y)
Y=10 217 17 0 9/21
Y=15 ( 173 1/21 0 8/21
Y=20 L 1/7 0 1/21 4121
N
P(X=x) 16/21 4121 1/21 1
The marginal pmf's of X and Y respectively, are given by:
(2 x=1 (2,
21 21
4 x = 3 8
P(X =x) = fx(x) = |21 : PY =y) =f ) =92’
s X = 7 s
21 21
\

vy =10
y =15
yv=20

9/21+8/21+4/21=1




Discrete case example (Read)

Example: 3 sox in a box (numbered 1,2,3). Draw 2

sox at random w/o replacement. X = # of first sock,

Y = # of second sock. The joint pmf f(z.y) is

X=1 X=2 X=3|Pr(Y =v)
Y =1 0 1/6 1/6 1/3
Yy =2 1/6 0 1/6 1/3
Y =3 1/6 1/6 0 1/3
Pr(X =x)| 1/3 1/3 1/3 1

Pr(X = z) is the “marginal” distribution of X.
Pr(Y = y) is the “marginal’ distribution of Y .

Pr(X =1) =

By the law of total probability,

3

y=1

S Pr(X=1Y=y) = 1/3.

@ P(X=2)=?

P(Y=3)=?

P(X>1, Y>2)=?

/




In addition,

Pr(X >2.Y > 2)
= > > [f(zy)
r>2y=>2

= f(2,2) + f(2,3) + f(3.2) + f(3,3)
= 041/64+1/64+0 = 1/3.

Continuous case example: Read

Example: Suppose that

. 4ry iIfO<2xr<1 0<y<1
fz,y) = {D otherwise

Find the prob (volume) of the region 0 <y < 1 — 22,

1 ;1—xz2
fU 0 Axry dy dx
A
0

y4:1:y dx dy
0
@ = 1/3.
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Example of joint density for continuous r.v.’s

Let the joint density of X and Y be

2e7e™®, O<x<ow, 0<y<owo

f(x, y)=
o y)= 0, otherwise

\

Prove that
(1) P{X>1,Y<1}=e}(1-e7)

(2) P{X<Y}=1/3

(3) Fx(a) =1-e? a>0,and 0 otherwise.
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NOte: Going from cdf's to pdf's (continuous case).

1-dimension: f(xz) = F'(z) = & /= __ f(t)dt.

2-D: f(z,y) = ﬂp(m y) = ""—d_fmoc,fyoc f(s,t) dtds.




Bivariate Cumulative distribution Functions (CDE’s)

Definition: The joint (bivariate) cdf of X and Y is
Fz,y)=P(X <z.Y <), for all z,vy.

Y Ys<a <y f(5,1) discrete
F(x,y) =
/Y IE . f(s,t)dsdt continuous

Prooerties

@ F(x,y) is non-decreasing in both x and y.
‘ iMoo F(x,y) = ”my—r—m F(x,y) =0.

. liMr—oc F(T: y) — FY(H) — PF(Y < y)
] liMy oo F'(z,y) = Fx(xz) = Pr(X < z).

® 7 (2,y) is cts from the right in both = and v.

/




/" Exercise: Air Conditioner Maintenance (ss < e\
A company that services air conditioner units in residences and office blocks is
Interested in how to schedule its technicians in the most efficient manner
The random variable X, taking the values 1,2,3 and 4, is the service time in hours
The random variable Y, taking the values 1,2 and 3, is the number of air conditioner

units
- Joint p.m.fand the total
Y= X=service time probability
number
: P,; =012 +0.08 +-.+0.07 = 1
of units 1 2 3 4 zizj / * M
Joint cumulative distribution
1 0.12 0.08 0.07 0.05 function

F(2,2) = Pyt Pyt Py Py
=0.12+0.18+0.08+0.15
=0.43

2 0.08 0.15 0.21 0.13

3 0.01 0.01 0.02 0.07
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Conditional Probability Distributions (1/3)

» Conditional probability distributions

The probability of the random variable X under the knowledge provided by the
value of Y is given by

Discrete case _ . P(X=iY =] p.
Py =P(X=1]Y =])= (P(Y—j) J)ij
= N

The conditional probability distribution is a probability distribution.

Continuous case

Because a conditional probability mass function fy,(v) is a probability mass func-
tion for all v in R, the following properties are satisfied:

(1) ﬁHﬂzU
(2) 2 Tria(y) =

(3) P(}_1|k_‘]_f}|1( ') (5-3)

@




 Conditional Probability Distributions (2/3)
Conditional Mean and Variance

Definition

Let R, denote the set of all points in the range of (X, V) for which X' = x. The
conditional mean of ¥ given X = x, denoted as E(Y|x) or py|,. is

E(Y|x) = ; Vi) (5-6)

and the conditional variance of ¥ given X = x, denoted as V(¥ |x) or o, is

V(HI) = E(J’ - |J-'1’|x f}’| E yzflf'lx(y P-E’hr

R,

Example (Exercise: )
» Marginal probability distribution of Y

o Conditional distribution of X




/" Conditional Probability Distributions (3/3)

1 Example: The marginal probability distribution for X and Y.

4 0.15 0.1 0.05

3 0.02 0.1 0.05 0.17

2 0.02 0.03 0.2 0.25

1 0.01 0.02 0.25 0.28
0.25 0.55

E(Y |1) = Z ny|1(y)

=1(0.05) + 2(0.1) + 3(0.1) + 4(0.75) = 3.55
V(Y |D)= Z(y_ﬂwx)z 1:Y|1(Y)

@ = (1-3.55)%0.05+ (2—3.55)%0.1+ (3—3.55)°0.1+ (4 —3.55)%0.75

=0.748 /




/
Expected Values for Jointly Distributed Continuous R.V.s

« Let X and Y be continuous random variables with joint
probability density function f(x, y). We define E(X) and E(Y) as

E(X) = [ xfx(x)dx and E(Y) = [ yF, (y)dy.

« Example. For the random variables X and Y from the previous
slide, ¢ (x)=e™, x>0 and f,(y)=2e?,y>0.

That is, X and Y are exponential random variables. It follows

that .
E(X)=1 and E(Y) =5




/" Independence , Covariance and Correlation (1/13)
Independence

Discrete case
Two random variables X and Y are said to be independent if and only if

This definition of independence for discrete random variables translates into the
statement that X and Y are independent if and only if a cell value is the product
of the row total times the column total. i.e

Continuous case

For continuous random variables, the condition for independence of X and Y
becomes X and Y are independent if and only if

The marginal density functions can be multiplied together to produce the joint
@ density function. Thus the random variables X and Y are independent.
& /




Example: (Discrete case)

table independent?

Are the random variables X and Y described above with the following joint probability density

Y Values
0 1 2 3
0 1/8 0 0 0 1/8
X Values 1 0 1/8 1/8 1/8 38
2 0 1/4 1/8 0 38
3 0 1/8 0 0 1/8
1/8 1/2 1/4 1/8

P[X=0] = 1/8 and P[Y=1] = 4/8.

Example: (continuous case)

The random variables are not independent because, for example P[X=0,Y=1] = 0 but

For the joint density function f(x,y) = 1 for x on [0,1] and y on [0,1] and O
otherwise, the marginal density function of X, f,(x) = 1 for x on [0,1] and the
marginal density function of Y, f,(y) = 1 for y on [0,1]. The marginal density
functions can be multiplied together to produce the joint density function. Thus
the random variables X and Y are independent

/ Independence , Covariance and Correlation (2/13)

/




/" Independence , Covariance and Correlation (3/13)

Functions of Independent Random Variables

Theorem. Let X and Y be independent random variables and e
let g and h be real valued functions of a single real variable.
Then
(i) g(X) and h(Y) are also independent random variables

() E[g(X)h(Y)]=ElgX)]E[h(Y)].

» Example. If X and Y are independent, then
E[(sin X)e"]=E[sin X]E[e"].

(- y




/" Independence , Covariance and Correlation (4/13)
Covariance

Cov(X,Y)=E((X -E(X))(Y —E(Y)))
= E(XY)-E(X)E(Y)

Cov(X,Y) = E((X —E(X))(Y —E(Y)))
= E(XY = XE(Y)-E(X)Y + E(X)E(Y))
= E(XY)—E(X)E(Y)-E(X)E(Y)+E(X)E(Y)
= E(XY)—-E(X)E(Y)

May take any positive or negative numbers.
Independent random variables have a covariance of zero
What if the covariance is zero?

E(XY)=E(X)E(Y)




/ Independence , Covariance and Correlation (5/13)

General Properties of (Cov(X, Y))




/" Independence , Covariance and Correlation (6/13)

* Properties of coy(x,, X,)
Cov(X,, X,) =E[X,X,]-E[X,]E[X,]

, Cov(ax, bY) =ab Cov(X)Y)

= Cov(X,, X,)=Cov(X,, X,)
Cov(X,, X,)=Var(X,) Cov(X,, X,)=Var(X,)
Cov(X,+ X,, X,) =Cov(X,, X,)+Cov(X,, X,)
Cov(X,+ X,, X, + X,) =Cov(X,, X,)+Cov(X,, X,)+
Cov(X,, X;)+Cov(X,, X,)

—=Var(X, + X,) =Var(X,)+Var(X,)+2Cov(X,, X,)
(-




/ Independence , Covariance and Correlation (7/13)

General Properties of (Cov(X, Y))




/" Independence , Covariance and Correlation (8/13)

Example (Air conditioner maintenance)

E(X)=259, E(Y)=179 Y= X=service time
4.3 numb
E(XY) =Y > ijp; erof | 4 5 3 4
=1 j=1 units
=(1x1x0.12) + (1x2x0.08)
1 0.12 | 0.08 | 0.07 | 0.05
+---+(4x3x0.07) =4.86

Cov(X,Y)=E(XY)-E(X)E(Y) 2 | 008|015 | 0.21 | 0.13
=4.86—(2.59x1.79) =0.224

3 0.01 | 0.01 | 0.02 | 0.07

Exercise: Find Var(X), Var (Y)

S /




/" Independence , Covariance and Correlation (9/13)
Correlation

The correlation is a measure of the linear relationship between X
and Y. It Is obtained by dividing the covariance by the product of
the two standard deviations, i.e.,

Cov(X,Y)

cor(x.¥) = JVar(X)Var(Y)

The correlation assumes values between -1 and 1.
A value close to 1 implies a strong positive relationship.

A value close to -1 implies a strong negative relationship.
A value close to zero implies little or no relationship.

The independent random variables have a correlation of zero.

S /




. Independence , Covariance and Correlation ( 10/13)\

An important implication of independence
Suppose that the components X and Y of the discrete bivariate
random variable (X,Y) are independent. Then its covariance s zern

Oxy=—CcoV(X.Y) ~
= Y SE-N)E iy PExAY=y)
x€X(Q)veY(Q) /,//
= > S (X-ug)v-py)P(X=x)g ,/f—\«)
xeX(Q)veY(Q) //

= Y (X-lyg)PX= 1)[ ;gfu?)P(‘f:}’)}
ye AL

xeX(Q)

= EX-px)E(Y-tty) 7

@ 0 Y,




4 Independence , Covariance and Correlation ( 11/13)\

The continuous case

oxy= | J(X-nx)(y -y fxy (X y)dydx

— oD -

= [ (- sy - py )f(y)dydx

T (= g )R [ (5 - 1y ) dyd
_ [ (x — ux)f(x){ j(y - pY)f(}r)d}}dx

{ [(y- uﬂf@)d}} [(x—n)fGx)dx

= E(Y-Uy)E(X-Ux)

@ = 0. /




/" Independence , Covariance and Correlation (12/13)

» Example : (Air conditioner maintenance)

Var(X)=1.162, Var(Y)=0.384
Cov(X,Y)
JVar(X)Var(Y)

B 0.224
J1.162x0.384

Corr(X,Y) =

=0.34




4 Independence , Covariance and Correlation ( 13/13)\

Moments of bivariate random variables

Joint moments of (X,Y):

EX. EY
EX?. EXY. EY?
EX’ EX’Y.EXY’ EY’

Joint central moments of (X.Y):
E(X-EX), E(Y-EY)

E(X-EX)”, E(X-EX)(Y-EY), E(Y-EY)*
E(X-EX)’, E(X-EX)*(Y-EY). E(X-EX)(Y-EY)%, E(Y-EY)’
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* Iread from my textbook that cov(X,Y)=0 does not guarantee X andY are independent. But if they
are independent, their covariance must be 0. I could not think of any proper example yet; could

someone provide one’

* Easy example: Let X be a random variable thatis —1 or +1 with probability 0.5.Then letY be a
random variable such thatY=0 if X=—1 ,andY israndomly =1 or +1 with probability 0.5 if
X=1 .

® Clearly X andY are highly dependent (since knowingY allows me to perfectly know X ), but

their covariance is zero: They both have zero mean, and

E[XY] =(-1)-0 -P(X=-1)
+1 1 .P(X=1Y=1)
+1 o (-1)-P(X=1,Y=-1)
= 0.

® Or more generally, take any distribution P(X) and any P(Y | X) such that
P(Y=a|X)=P(Y==a|X) forall X (i.e., ajoint distribution that is symmetric around the x axis),
and you will always have zero covariance. But you will have non-independence whenever
P(Y | X)#P(Y) ;i.e., the conditionals are not all equal to the marginal. Or ditto for symmetry

around the y axis.




Exercices
(1) Let the joint distribution of X and Y is given by :
f(x,y) =cxy, x=1,2,3; y=1,2,3.

Find

(i) the constant c,

() (1) p(x=2,y=3),

(i) P(1<X <2 .,Y<2) P(Y<2), p(X=1) p(Y=3)

Find the marginal probability mass functions of X and Y above and
determine whether x and Y are independent

(2) Let X, Y have joint density functions

Determine

(a) the constant ¢

(b) P(X< % ,Y> %), P( Va4 <X<3)

(d) P(Y< 74)

(e) Find the marginal distribution functions of X and Y.

Are X, Y independent
@ ;
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(3) The joint distributions are given in each question. Find the
conditional distribution of

(a) X givenY
(b) Y given X

™




