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Correlation and Regression
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We will learn in this lecture:

. . Correlation
1- Linear Correlation

Coefficient of Pearson and

2- Simple Linear Regression Regression

—



http://www.adcet.edu.au/Admin/UploadedFiles/Images/Photos/statistics.jpg

Definition of Correlation :

A correlation is a relationship between two
variables. The data can be represented by the
ordered pairs (X,y) where x Is the independent (or

explanatory) variable and y is the dependent (or
response) variable.
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Example: \;’j ’

A. The relation exits between the number of hours for group
of students spent studying for a test and their scores on
that test.

B. The relation exits between the high outdoor temperature
(in degrees Fahrenheit) and coffee sales (in hundreds of
dollars) for a coffee shop for eight randomly selected days.

C. The relation exists between an individual’'s weight (in
pounds) and daily water consumption (in ounces).

D. The relation exists between income per year (in thousand
of dollars) and a mount spent on milk per year (in dollars).

—



http://www.adcet.edu.au/Admin/UploadedFiles/Images/Photos/statistics.jpg

)

5
. “’ i
i

Example:

X = hours spent studying , y= scores on that test
X = temperature (in degrees Fahrenheit) , y= coffee sales
X = an individual’s weight (in pounds) , y= water consumption

X = money spent on advertising , y= company sales



http://www.adcet.edu.au/Admin/UploadedFiles/Images/Photos/statistics.jpg

9

Scatter plot
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Linear Correlation Coefficient of Pearson
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Definition of Correlation : W ?

The correlation coefficient is a measure of the
strength and the direction of a liner relationship
between two variables. The symbol rrepresents
the sample correlation coefficient.

ny XY =Y XYY
J[nzxz—(ZX) Y Y?-(XY)?]

Where 771s the number of pairs of data.

—
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Remark d | ‘
e,

The range of correlation coefficient is -1 to 1.
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Example:

A marketing manager conducted a study to !‘ ,

determine whether there is a linear relationship
between money spent on advertising and company
sales. The data are shown in the table below.

A. Calculate the correlation coefficient for the
advertising expenditures and company sales
data.

B. Display the data in a scatter plot then determine
the types of correlation .

C. What can you conclude

Advertising
expenses | 24| 16| 2 |26(14|16| 2 | 22
Coslzlzzny 225|184 | 220 | 240 1180|184 | 186 | 215

—
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ny XY -=> X>Y

r =
JINE X2 (X X)A IS Y 2= (3Y)2]

XY Y? X? Y X
540 50.625 | 5.76 225 2.4
294.4 | 33.856 2.56 184 1.6
440 | 48.400 4 220 20
240 2.6
180 1.4
184 1.6
186 2.0
215 2.2

e

Total
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F =

XY Y2 X2 Y X .
540 50.625 5.76 205 2.4 ¥
294.4 33.856 2.56 184 1.6 “

440 48.400 4 220 2.0
624 57.600 6.76 240 2.6
252 32.400 1.96 180 1.4
294.4 33.856 2.56 184 1.6
372 34.596 4 186 2.0
473 46.225 4.84 215 2.2
3289.8 | 337.558 | 32.44 1634 15.8 Total

N> XY -S> X>Y

J[nzxz—(ZX) Y2 -(XY)2
8(3289.8) —15.8(1634)

J[8(32.44) — (15.8)][8(337.558) — (1634)°]

s =0.913 2
e ———————
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Simple Linear Regression
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Y

The equation of a regression line for an independent
variable X'and a dependent variable Y'is:

Y =mX +Db

where Y'is the predicted Y-value for a given X-value.
The slope mand Y-intercept b are given by:

N2 XY -3 XDV o o
TS XZ(>X)? and b=Y —mX

W_here Y is the mean of the Y-value in the data set and
Xis the mean of the X-value.

—
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Example:

A marketing manager conducted a study to !‘ ' ,
determine whether there 1Is a linear "

relationship between money spent on
advertising and company sales. The data
are shown in the table below.

Find the equation of the regression line for
the advertising expenditures and company

sales data
Advertising
expenses 24116 | 2 |26 (14|16 2 | 2.2
szlzzny 2251184 | 220|240 180|184 |186 | 215

—
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N XY D XDY e

1S X7 (3 X ) b =Y —-mX !:ﬁ
' 4
XY Y? X2 Y X
540 50.625 5.76 225 2.4
204.4 | 33.856 2.56 184 1.6
440 48.400 4 220 2.0
624 57.600 6.76 240 2.6
252 32.400 1.96 180 1.4
204.4 | 33.856 2.56 184 1.6
372 34.596 4 186 2.0
473 46.225 4.84 215 2.2
3289.8 | 337.558 | 32.44 1634 15.8 Total

—
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~ 8(3289.9)—15.8(1634)

18(32.44) — (15.8)?]

(=50.728D)

XY % X2 Y X . o
540 | 50.625 | 5.76 225 2.4 y ﬁ
2044 | 33856 | 2.56 184 1.6 “ .
440 | 48.400 4 220 2.0
624 | 57.600 | 6.76 240 2.6
252 | 32400 | 1.96 180 1.4
2044 | 33856 | 256 184 1.6
372 | 34.596 4 186 2.0
473 | 46225 | 4.84 215 2.2
3289.8 | 337.558 | 3244 | 1634 15.8 Total
_ N XY -3 XDV b =Y —mX
XXy 1634

604 oaD
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To calculate the Pearson correlation coefficient , there are several hypotheses

* The data must be in the form of pairs

« Data for each variable must be normal distributed.

« The sample must be random, that means any individual value does not
depend on the values of another individual.

« The relationship between the two variables must be linear. Because this

coefficient measures the strength of the linear relationship.

Notation:
A strong linear relationship does not mean that a causal relationship between
two variables.

|f the variables are not normal distributed, there are another correlation
coefficients , such as Sperman, Kindal



