Final Exam, S2 1439/1440
M 380 — Stochastic Processes
Time: 3 hours

King Saud University
College of Sciences
Department of Mathematics

BXh

Answer the following questions:
Q1: [8]

Suppose that the summands &,&,, ... are continuous random variables having a probability

de ™ forz>0

density function f(z)=
Y /) {O for 2 <0

and P, (n)=pB0-p)"" forn=12, ..
Find the probability density function for X =& +&, +... +&,

Q2: [4+4]
Consider the Markov chain whose transition probability matrix is given by

o 1 2 3
o1 0o 0 o0
1001 06 01 02
~2[02 03 04 01
30 0o o0 1

(a) Starting in state 2, determine the probability that the Markov chain ends in state 0.
(b) Determine the mean time to absorption.
Q3: [4+4]

(a) Demands on a first aid facility in a certain location occur according to a nonhomogeneous
Poisson process having the rate function

2t for0<t1
A)=4 2 for1<t<2
4—t¢ for2<t<4

where t is measured in hours from the opening time of the facility. What is the probability that
two demands occur in the first 2h of operation and two in the second 2h?



(b) Suppose that the social classes of successive generations in a family follow a Markov chain
with transition probability matrix given by

Son's class

Lower Middle  Upper

Lower || 0.7 0.2 0.1
Father's .

Middle|| 0.2 0.6 0.2
class

Upper || 0.1 0.4 0.5

What fraction of families are upper class in the long run?
Q4: [4+5]

(a) Let X and Y be independent Poisson distributed random variables with parameters a and
[, respectively. Determine the conditional distribution of X, given that N=X+Y =n.

(b) If X(¢) represents a size of a population where X(0)=1, using the following differential

equations dp. (1)
Lot = —pa(t) (1)
dp  (t
p(;—Lt() - //lnflpnfl(t) _ﬂ’npn (t)’ n:l’2’3’ (2)

Prove that: X(t) ~geom (p), p=e* when A,=0 andA =nA, and then find the mean and

variance of this process.
Q5: [7]

A pure death process starting from X(0)=3 has death parameters s, =0, 4 =3, u, =2 and g, =5.
Determine P, (t) for n=0, 1, 2, 3.



Model Answer
Q1: [g]

We have f,(2)= 3 /" (2)P » (n)

* The n— fold convolution of f(2)is the Gamma density function, n >1

n
A’ n-1_—-Az

© )= F(n)z e 220

0 2<0
-
ﬂ’" Zn—l -Az ZZO
[1(z) =9 (n-1)!
0 z2<0

()= lﬁe*ﬂz i: [ﬂ“(](-; _ﬂ])-)z!]n_

:ﬂﬁe—lz .eﬂ(l—ﬂ)z

=Aﬂe’wz, 220
.. X has an exponential distribution with parameter A/4.
Q2: [4+4]

o 1 2
ojr o 0 O
p= 1j0.1 06 0.1 0.2
210.2 03 04 0.1
30 0 0 1

u, =pr{X, = O‘X0 =4} fori=1,2,
and v, =E[T|X,=1] fori=1,2.



(a)

Uy = Pyo + Prylhy + Doy

Uy = Pog + Doyt + Poplly
=

u, = 0.1+ 0.6u, +0.1u,
u, =0.2+0.3u, +0.4u,

=
4u, —u, =1 1)
3u, —6u, =-2 (2)

Solving (1) and (2), we get

w==%and u, =%
Starting in state 2, the probability that the Markov chain ends in state 0 is
Uy = Uy =31

(b) Also, the mean time to absorption can be found as follows

v =1+pyu +pyo,

v, =1+ pyvy + Py,
j—

v, =1+ 0.69, +0.1v,
v, =1+ 0.3y, + 0.4,

=
4y, — v, =10 (1)
3v, —6v, =-10 (2)

Solving (1) and (2), we get v, =v,, =2

3



Q3: [4+4]
(a)

i)

'ul:.[ A(u)du

j 2tdt + j 2dt

—[t ] +2

The prob. that two demands occur in the first 2h of operation is

Pr{X(2) =2} =Pr{X(2)- X(0) = 2}

k
1

_etu

—3 32
2!
=0.2240

ii)



=] A

4

:j(4—t)dt

2
2 4
fo
2 2
=2
The prob. that two demands occur in the second 2h of operation is

Pr{X(4)-X(2)=2}

Let 7 =(n,,m,,,)be the limiting distribution

=

7y =0.77,+0.27,+0.17,
7, =0.27,+0.67, +0.4r,
7, =0.17,+0.27, +0.57,
Ty +m+m,=1

Solving the following equations

3wy —27m,— 7,=0 1)
7y +2m,—57,=0 (2)
T+ m+ m,=1 (3)

_ 6 1 _ 4
We get o =15y =13, Wy =17



In the long run, approximately 23.5% of families are upper class.

Q4: [4+5]

(a)
X ~ Poisson(a), Y ~ Poisson(3)
o X+Y ~ Poisson(a + )
j—
Pr{X =k|N =n}=Pr{X=k|X+Y =n|
~ Pr{X =k}NPr{X+Y =n}
Pr{X+Y =n}
Pr{X =k}NPr{Y =n—k}
Pr{X+Y =n}
_ e“a" k. e”B"" I (n—k)!
e a+ B)" In!

— &k pn—k 1 ' n!
—ah (mﬂj K(n—k)!

(e (25)

= [ank(l— p)"™"  Binomial distribution

k
_ B
Wherep_a+ﬂ and 1 p_a+,3
(b)
dpo(t)__
BT Ao o(t) 1)
dp,(t) _

dt - ﬂn—lpn—l(t)_ﬂ’npn (t)' n:1’2’31 7 (2)



The initial condition is X(0)=1 = p(0)=1

= 0 —{1
p,(0) = 5
_ dpo(t) _
=0 (@=L =0
= =0 (@)
@= 2O _; b 0-1p.0

dt
= dp%t(t)-i—/lﬂpn(t) :ﬂn_lp”_l(t)’ n :1’2’

A =nd, A =(n-DA

‘. dp%t(t)—i_nﬂpn(t) = (n_l)ﬂ’p71,1(t), n:1’2’
Multiply both sides by e"*
enlt |:dpii+t(t) + ’n,ﬂ,p n (t):l = (n _1)ﬂ/p - (t)enlt

@ ] = =D 2p, L0
= J.Of d [p . (x)e”’“] =(n —1)/1'[; p L (v)edx

e T =D

= p ()= [p,,(0)+(n—1)/1j; p“_l(x)e"]'”’dx}, n=12, ..

which is a recurrence relation.

at n=1
pi(t)=e"[p,(0)+0]=c" (5)

at n=2

, h=1
, otherwise

(4)



p,(t) = e M [p ,(0)+ /’LJ.Ot pl(x)e”"”de
©)= pila)=c*

. pz(t) — 672% |:2/J.(: 6/118221d$:|

L py(t) =2 J;e“’dx

=e M(l-e)
Similarly
p, )= (@A)

=p-p)"", p=e*, n=12, ..
- X(t) ~ geom(p), p=e"
Mean[X (t)]=1/p=¢",
1-p 1-¢e*

Vam'ance[X(t)]= e 26-7

Q5: [7]

The transition probabilities are given by
py(t)=e™" 1)

andfor n< N

p,(t) = pr{X(t) =n|X(0)= N}
UM, |:A” € +Ak'”6‘ﬂk +AN € Nt] (2)

n

Where A, = H

, i1#k, n<k<N,i=N,N-1 .., n (3)
v (1 — 1,

For N=3 (1)= p,(t)=e*
L py(t)=e™ 0]

For n=2  (2) = p, (=] 4, .6 + 4 e ' |

QB = 4,,= H(,u # 2

1 —
Hs _/Uz

wIH "’



’As,zzf[ L

i=3 (,ui B ﬂa)
1 -1

Hy — Hs

S P, (t)=5|:%62t —%em} (1)

, 1#3

For n=1 (2)= p,()=1614 I:Al,le_#lt"'Az,le_#Zt +A3,1e_ﬂ3t]

= 4=Tlg 0

1
(it = 1) (1t — 1)
L 1
A =
2t H (,u;: _qu)

i=3
1 1

, 121

1
2

, 1# 2

(s — )1y, — 1) 3

1 1

' A3,1:H

iz (1, — 14y)
1 1

) (4 - ) (1t - 15) 6

, 1#3

1 5 1 , 1.
pl(t):10|:—§6 3 +§6 2 +66 5ti| (I“)

Using (I), (II) and (III) we can get p,(t) as follows

po(t)zl'[pl(t)"'pz(t)+p3(t)]
:1-[—563t + 10 e + §e’5t + §e’2t — §e’5f +e™ }
3 3 3 3

=1+5¢ % —5e? —g™ (V)
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