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Answer the following questions:
Q1: [4+5]

a) For the Markov process {X}, t=0,1,2,..,n with states ig,i;,i,, ... i, i

n-11'"n

Prove that: Pr{X,=iy,X, =i, X, =i,, ... X, =i} =p P P, .. P where p_=pr{X,=i,}

n i,

b) Consider a spare parts inventory model in which either 0, 1, or2 repair parts are
demanded in any period, with Pr{¢ =0}=0.1, Pr{ =1}=05, Pr{& =2}=0.4 and
suppose s=0 and S=2. Determine the transition probability matrix for the Markov

chain {X,}, where X, is defined to be the quantity on hand at the end of period n.

Q2: [3+6]

a) Let X, denote the weather of the nth day with X, =1 meaning “rainy” and
X, =2 meaning “dry”. Suppose that {X,} , n=0,1,2,.. evolves as a Markov chain

whose transition probability matrix is

1 2

_ 106 0.4
~ 2[03 07

Given that, the probability of dry weather on 1*' June equals 3. What’s the
probability that the weather will be rainy on 3™ June.

b) Determine whether the transition matrix



0o 1 2

0ofjr 0o O
P=1|0.1 0.6 0.3
210 0 1

represents an absorbing Markov chain or not, sketch Markov chain diagram and
then find each of the following:

i) Starting in state 1, determine the probability that the Markov chain ends in
state 0.
ii) Determine the mean time to absorption.

Q3: [3+4]

0 if N=0
a) Let X:{ !

Eiiy v if NSO } be a random sum and assume that E(&, )=y, E(N)=v
1 2 N

Prove that E(X)= uv

b) The number of accidents occurring in a factory in a week is a Poisson random
variable with mean 2. The number of individuals injured in different accidents is

independently distributed, each with mean 3 and variance 4. Determine the mean
and variance of the number of individuals injured in a weak.




The Model Answer

PH{X, =00, X, =i, X, =1y, 0 X, =1 )
Pr{X, =i, X, =1, X, =, . X =i} Pr{X =i [ Xy =g, X, = ;. %, =iy, .. X =1,
=Pr{X, =iy, X, =i,X;, =i,, .. ,.X,; =i,,}.P, ;, Definition of Markov
By repeating this argument n —1 times
" Pr{X0 =iy, X, =1,X, =1y, . ,. X, = in}
=p; PP, P P wherep, = Pr{X, =i,} is obtained from the initial distribution of the process.

b)

11111

-1 0 1 2
-0 04 05 O
0/0 04 05 0.
1|04 05 01 O
2(0 04 05 0

Where

_Jpr=(,=2-7),i<0 replenishment
U pr=(&, =i—j), 0<i<2 without replenishment

Q2: [3+6]

a) X

and X, =2 meaning “dry”

n=0,12,.. denotes the weather of the nth day with X =1 meaning “rainy”

n 9

5

The probability of dry weather on 1** June equals 3

o P°=[¢ %] is the initial Prob. distribution



. [0.6 0.4} {0.6 0.4}
03 07|03 07
0.48 0.52
{0.39 0.61}
. Pr(X,=1)=P’

3 J[gﬂ

=0.4238
b)
i)
0o 1 2
o1 0 O
P=1|0.1 06 0.3
210 0 1

u:pr{XT =0|X, :1}

Uy = Py + Pty
u, = 0.1+ 0.6u,

. u, =, =7 IS the prob. that Markov chains ends in state O
ii)
The mean time to absorption can be found as follows
v=E{T|X, =1
v =1+p,y
—

v, =1+0.6v,

_s
V=3

= =5
U= =3



iy on obnbig Mk ¥

o'b

Q3: [3+4]
a)

The random sum is

|0 if N=0
C|E+E + L +E, i NSO

1A



- E(X)= iE[X|N =n]P, (n)

n=0

S HE 6k N I ()

:Z E[g+&,+ .. +E |N =n]Py (N)eriiiiine. Prop.of cond. expectation

n=1

:iE[§1+§2 + ... +& 1Py (n), where N is independent of &, &,, ...
n=1
and " E(&)=u, k=1,2,...,n

E(X):inuPN (n)

:ﬂi nPy(n)

=uE(N), E(N)=v
s EXX)=uw

b)

N ~ Poisson (2)

N is the # of accidents in aweek

&, is the # of individuals injured for kth accident
E(&,)=3, var(s,)=4

E(N)=2, var(N) =2

S EX)=uv=3(2)=6

var(X) =vo’ + u’r?

. var(X)=2(4)+9(2)=26



