Chapter 4
Vector Spaces

4.1 Vectors in R"

4.2 Vector Spaces

4.3 Subspaces of Vector Spaces

4.4 Spanning Sets and Linear Independence



4.1 VectorsinR"

= An ordered n-tuple:

a sequence of n real number (X, X,, -+, X,)

n
= n-space: R

the set of all ordered n-tuple
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n=1
n=2
n=3
n=4

R = 1-space
= set of all real number

R® = 2-space
= set of all ordered pair of real numbers (x;,X,)

R®= 3-space

= set of all ordered triple of real numbers (x;,x,, X3)

R = 4-space

= set of all ordered quadruple of real numbers (x;, X5, X3, X4)
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= Notes:

(1) An n-tuple (%, X,,---,
with the x;’s as Its coordinates.

(2) An n-tuple (x;,x,,-,
X = (X, Xy,

=

a point

v

(0.0)

x_) can be viewed as a pointin R"

X_) can be viewed as a vector

X,) in R"with the x;’s as its components.

(X11 Xz)

a vector

v
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u=(u,u,,--u.) v=_,V,,,V) (two vectors in R")

= Equal:
u=Vv ifandonlyif U, =v, U,=V,,---,u, =V,

= Vector addition (the sum of u and v):
U+V=(u +Vv,U,+V,,---, U +V_)

= Scalar multiplication (the scalar multiple of u by c):
cu = (cu,,cu,,---,cu, )

= Notes:
The sum of two vectors and the scalar multiple of a vector
in R" are called the standard operations in R".
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= Negative:
= U =i(=Up, =05, Ug,. 5 =0 )
= Difference:
u—-v=(U,—Vv,uU,—V,, Uy —Vy,.., U, —V.)

= /Zero vector:
0=(0,0,...,0)

= Notes:
(1) The zero vector 0 in R" is called the additive identity in R".

(2) The vector —v is called the additive inverse of v.
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= Thm 4.2: (Properties of vector addition and scalar multiplication)
Let u, v, and w be vectors in R, and let ¢ and d be scalars.
(1) u+visavectorin R"
(2) ut+v=v+u
(3) (u+v)+w = u+(v+w)
(4) u+tO=u
(5) u+(-u)=0
(6) cu isavectorin R"
(7) c(u+v) = cu+cv
(8) (c+d)u =cu+du
(9) c(du) = (cd)u
(10) 1(u) = u
7167



« Ex 5: (Vector operations in R%)
Letu=(2,-1,5,0),v=(4,3,1,-1),and w=(-6, 2, 0, 3) be
vectors in R”. Solve x for x in each of the following.

(a) Xx=2u— (v + 3w)
(b) 3(X+w) = 2u — V+X

Sol: (a) x=2u—(v+3w)
=2U—V—-3W
=(4,-2,10,0)—(4,3,1,-1)—(-18,6,0,9)
=(4-4+18,-2-3-6,10-1-0,0+1-9)
=(18,-11,9,-8).
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(b) 3(x+w)=2u-Vv+x
3X+3W =2U—V+X
3X—X=2U—V—-3W
2X=2U—-V—-3W
X=U—-3V—-2W
=(215,0)+(-2,38,%2,4)+(9,-3,0,2)
:(9 -9 4)

R Lo W
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- Thm 4.3: (Properties of additive identity and additive inverse)
Let v be a vector in R and ¢ be a scalar. Then the following is true.
(1) The additive identity is unique. That is, iIf u+v=v,thenu =0

(2) The additive inverse of v is unique. That is, If v+u=0, thenu = —v

(3) Ov=0

(4) c0=0

(5) If cv=0, then ¢c=0 or v=0
(6)-(-v)=v
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= Linear combination:
The vector x is called a linear combination of v,,V,,..., V,,

If it can be expressed in the form
X=CV,+CV,+---+CV, C,C,-,C,: scalar
" EX ©:
Given x = (- 1, = 2,—2),u=(0,14),v=(-1,1,2), and
w =(3,1,2) inR", find a, b, and ¢ such that x = au+bv+cw.

Sol: B3 o SR 5 S
S LN o N i e
JEReR g 20, R SICNE ) )

—a=1 b=-2, c=-1

Thus X=u—-2v—w
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= Notes:

A vector U=(u;,U,,...,u.) in R" can be viewed as:

a 1xn row matrix (row vector): u=[u, U,,---,u,]

or U,

a nx1 column matrix (column vector): u=

(The matrix operations of addition and scalar multiplication

give the same results as the corresponding vector operations)
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\Vector addition

u+v=_U;,U, -, Uu)+(V,V,, V)
= (U, +V, U, +V,, -+, U +V)

u+v=[u,u,- --,ul+[v,v,, V]
=[u, +Vv, U, +V,, -, U +V ]

U+v=

U

Vi

U, +V, |
U, +V,

Scalar multiplication

cu=c(u,, U,,---, U.)
=(cu,,cu,,---, CU,)

cu=cfu,, U,,---, U]
=[cu,,cu,,- -, cu_]

u, cu,

u cu
cu=cl °|=| °

(USFShcu
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Keywords in Section 4.1:

ordered n-tuple @ i o S5z )
n-space : s slad

equal @ s sbs

vector addition : c¢>ie ae>
scalar multiplication : e o pa
negative : —ll.

difference : G4l

Zero vector @ s a 4xia

additive identity : x> ylss
additive inverse : 2> Slas
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4.2 Vector Spaces

= Vector spaces:
Let V be a set on which two operations (vector addition and

scalar multiplication) are defined. If the following axioms are
satisfied for every u, v, and w in V and every scalar (real number)
c and d, then V is called a vector space.

Addition:

(1) u+tvisinV

(2) u+v=v+u

(3) ut+(v+tw)=(u+v)+w

(4) V has a zero vector 0 such that for every u in V, u+0=u
(5) For every u In V, there is a vector in V denoted by —u

such that u+(—u)=0
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Scalar multiplication:
(6) cuisinV.

(7) c(u+v)=cu+cv
(8) (c+d)u=cu+du
(9) c(du) =(cd)u

(10) l(u)=u
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= Notes:
(1) A vector space consists of four entities:

a set of vectors, a set of scalars, and two operations

V I nonempty set
c : scalar
+(u,v) =u+v: Vector addition

e(c,u)=cu: scalar multiplication

(V, e .) Is called a vector space

(2) V ={0}:  zero vector space
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= Examples of vector spaces:
(1) n-tuple space: R"
(Ups Uy, ooy U )+ (V, Vg, V) = (U Vg, Uy +Vy, -+, U, 4V, ) vector addition
k(u,,u,,---,u.)=(ku,ku,,---, ku ) scalar multiplication
(2) Matrix space: V =M ___ (the set of all mxn matrices with real values)

Ex: : (m=n=2)

ull u12 Vll V12 ull + Vll u12 - V12 A
{ oE = vector addition

u21 u22 V21 V22 u21 ar V21 u22 T V22
ull u12 kull kulZ ol X
k = scalar multiplication
u21 u22 kuZl ku22
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(3) n-th degree polynomial space: V =P, (X)
(the set of all real polynomials of degree n or less)

P(X) +a(x) = (8, +b,) +(a, +b)x+---+(a, +b,)X"
kp(x) =ka, + ka,x+---+ka x"

(4) Function space: V =c¢(—o0,00) (the set of all real-valued
continuous functions defined on the entire real line.)

(T +9)(x)=T(x)+9(x)
(kt)(x) =kt (x)
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= Thm 4.4: (Properties of scalar multiplication)

Let v be any element of a vector space V, and let ¢ be any
scalar. Then the following properties are true.

(1) Ov=0

(2) c0=0

(3) Ifcv=0, thenc=0 or v=0
(4) (-)v=-v
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- Notes: To show that a set is not a vector space, you need
only find one axiom that is not satisfied.

» Ex 6: The set of all integer is not a vector space.

PE 1ev,ieR

()@ =1 eV (itisnot closed under scalar multiplication)

[ Sl

scalar. noninteger
integer

= Ex 7: The set of all second-degree polynomials Is not a vector space.

Pf:  Let p(X)=x*and q(x)=-Xx*+x+1
= p(X)+g(x) =x+1eV
(it is not closed under vector addition)
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“Hay Qs
V=R?=the set of all ordered pairs of real numbers
vector addition: (Uy,U,) +(Vy,V,) = (U +V,, U, +V,)
scalar multiplication: c(u,,u,) = (cu,,0)
Verify V iIs not a vector space.

Sol:
+11L,1)=(10)= (11
.- the set (together with the two given operations) Is
not a vector space
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Keywords In Section 4.2:

vector space : Clgaia cliad

n-space : s slat

matrix space : <l sias cliad
polynomial space : 2saall Cilaaetia liad
function space : J sl ¢Lad
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4.3 Subspaces of Vector Spaces

= Subspace:
(V,+,¢) :avector space
W = ¢
WcV

(W ,+,e) : avector space (under the operations of addition and
scalar multiplication defined in V)

} . a nonempty subset

— W Is a subspace of V

= Trivial subspace:

Every vector space V has at least two subspaces.

(1) Zero vector space {0} is a subspace of V.
(2) V is asubspace of V.
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= Thm 4.5: (Test for a subspace)
If W is a nonempty subset of a vector space V, then W is

a subspace of V if and only if the following conditions hold.

(1) If u andv arein W, then u+v isin W.

(2) If uis in W and c iIs any scalar, then cu is in W.
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« EX: Subspace of R?
(1) {0y  0=(0,0)
(2) Lines through the origin
(3) R°

« Ex:  Subspace of R3
(1) {0  0=(0,0,0)
(2) Lines through the origin
(3) Planes through the origin
(4) R
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= Ex 2: (A subspace of M,,,)
Let W be the set of all 2x2 symmetric matrices. Show that

W is a subspace of the vector space M, ,, with the standard

operations of matrix addition and scalar multiplication.

Sol:
“WcM,, M,,:vector sapces

Let A,A, W (A =A,A] = A)
A eW,A eW = (A+A) =A +AT =A+A, (A+A W)
keR,AcW = (KA)T = KAT = kA (KAeW)

-.\Wis a subspace of M,,_,
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« EXx 3: (The set of singular matrices Is not a subspace of M., ,)
Let W be the set of singular matrices of order 2. Show that

W is not a subspace of M, , with the standard operations.

Sol:

-.\W, Is not a subspace of M,
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= Ex 4: (The set of first-quadrant vectors is not a subspace of R?)
Show that W ={(x,,x,) : x, >0and x, >0}, with the standard
operations, is not a subspace of R’

Sol:
Let u=(1,1)eW

Ly T, (not closed under scalar
B S o e B S0 R s

~.W is not a subspace of R’
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Keywords Iin Section 4.3:

= Subspace @ (&> slad

« trivial subspace : L 2> slad
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4.4 Spanning Sets and Linear Independence

= | Inear combination:

A vector v ina vector space V is called a linear combination of
the vectors u,,u,,---,u, InV If v can be written in the form

V=CU,; +CU, +...+CU, C1,Cyye -+ ,C -SCalars
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= Ex 2-3: (Finding a linear combination)
v, =(1,2,3) v,=(0,12) v,=(-1,0,1)
Prove (a) w=(1,1,1) isa linear combination of v,,v,, Vv,

(b) w=(1,-2,2) isnot a linear combination of v, Vv,,V,
Sol:

(&) w=cV,+C,V,+C,V,

(1,1,1)=c,(1,2,3)+¢,(01,2)+c,(-1,0]1)
= (¢, —C,,2C,+C,,3C,+2C, +C,)

C, —=Gs =l
=W2C e =1
SEn A IR =]
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w N

NS

— 15/ 1k

0
1

Guass—Jordan Eliminatian

— B AR, (G, Sl (e S

) 4

SN E) I

M O

(this system has infinitely many solutions)

=i

=W =2V, -3V, +V,

5 il
e |
00|
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(b)

W =C,V, +C,V, +C,V,

AT ) R R P |
2 2 1 O _2 Guass—Jordan Eliminatian N O 1 2 _4
IR0 ST DN U O ]

— this system has no solution (-.- 0 7)

— W #C,V, +C,V, +C,V,
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= the span of a set: span (S)

If S={v,, Vv,,..., v, } IS a set of vectors In a vector space V,
then the span of S Is the set of all linear combinations of
the vectors in S,

span(S) ={c,v, +c,v, +---+c.V, | VC e R}
(the set of all linear combinations of vectors In S)

= a spanning set of a vector space:

If every vector in a given vector space can be written as a
linear combination of vectors in a given set S, then S is
called a spanning set of the vector space.
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= Notes:
span (S) =V
— S spans (generates) V
V is spanned (generated) by S
S Is a spanning set of V

= Notes:
(1) span(g) = {0}
(2) S cspan(S)
(3) S,5,cV
S; €5, = span(S;) < span(s,)
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= Linear Independent (L.I.) and Linear Dependent (L.D.):

S={v,Vv,,---,v, | :asetof vectors in a vector space V
c,V, +C,V, +---+CV, =0

(1) If the equation has only the trivial solution (c, =¢, =---=c, =0)
then S Is called linearly independent.

(2) If the equation has a nontrivial solution (i.e., not all zeros),
then S is called linearly dependent.
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= Notes:
(1) ¢ is linearly independent

(2) 0eS=Sis linearly dependent.
(3) v=0={v}is linearly independent
(4) S, <53,

S, Is linearly dependent = S, is linearly dependent

S, Is linearly independent = S, is linearly independent
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= Ex 8: (Testing for linearly independent)

Determine whether the following set of vectors in R*is L.1I. or L.D.
S={1,2,3),(0,1,2),(-2,0,1)}

\Z1 v,

Sol:

CVHC VAR C VS O, 20 5 Gt

0
1 0
2!

0

V3

C, —2¢c,=0

=0

SCRN2 C A -EMCE=(

Gauss - Jordan Elimination

N
/7

RS0
0 10

FoR 0" 1

=, =C, =C, =0 (only the trivial solution)

= S is linearly independent
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= EX 9: (Testing for linearly independent)

Determine whether the following set of vectors in P, is L.I. or L.D.

S = {1+X—2x%, 2+5x — x¢ , Xx+x¢}
Vq Vs V3
Sol:
C,V{+C,V,+CaVy = 0

i.e. Cy(1+x—2x?) + C,(245X — X?) + C5(x+x?) = 0+0x+0x?

Cir20s =10 1528 2501120 12&)0

= C+5Cc,4C,=0 =1 5 1|0 —> |1 1 =0

—2C;—C,*C3 =0  |-2 -1 1|0 0 0 00
= This system has infinitely many solutions.
(1.e., This system has nontrivial solutions.)

— S is linearly dependent. (Ex:c,=2,c,=—-1,¢c;=3)
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= EX 10: (Testing for linearly independent)
Determine whether the following set of vectors in 2x2

matrix space iIs L.l. or L.D.

-0 06

Sol:
C,V{+C,V,+CaVy =0

il M RN e et A0
“o 1172 11792 0|70 o
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= 2¢;+3C,+ c3=0

Cy =0
2¢,+2¢c;=0
C;+C, =0
= [2 3 1|0 1 0 0|0
1 0 00 Gauss - Jordan Elimination 0 1 00
0 2 2|0 0 0 1|0
B A= (o) LORRDRON Ha)

= C; = C, = C;= 0 (This system has only the trivial solution.)

— S is linearly independent.
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Keywords in Section 4.4:

. linear combination : (A3 S i3

- Spanning set : el de sans

- trivial solution : s Ja

« linear independent : sl JMiLY)
« linear dependent : sl aldicY)
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